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#### Abstract

In this paper, we propose a projection-free accelerated method for solving convex optimization problems with unbounded feasible set. The method is an accelerated gradient scheme such that each projection subproblem is approximately solved by means of a conditional gradient scheme. Under reasonable assumptions, it is shown that an $\varepsilon$-approximate solution (concept related to the optimal value of the problem) is obtained in at most $\mathcal{O}(1 / \sqrt{\varepsilon})$ gradient evaluations and $\mathcal{O}(1 / \varepsilon)$ linear oracle calls. We also discuss a notion of approximate solution based on the first-order optimality condition of the problem and present iteration-complexity results for the proposed method to obtain an approximate solution in this sense. Finally, numerical experiments illustrating the practical behavior of the proposed scheme are discussed.


## 1 Introduction

The conditional gradient (CondG) method proposed by Frank and Wolfe [4, 5] is designed to solve the convex optimization problem

$$
\begin{equation*}
f^{*}:=\min _{x \in X} f(x) \tag{1}
\end{equation*}
$$

where $X$ is a nonempty compact convex set and $f$ is a differentiable convex function such that $\nabla f$ is Lipschitz continuous on $X$. Given $x^{k-1} \in X$, its $k$-th step first finds $y^{k}$ as a minimum of the linear function $\left\langle\nabla f\left(x^{k-1}\right), \cdot\right\rangle$ over $X$ and then set $x^{k}=\left(1-\alpha_{k}\right) x^{k-1}+\alpha_{k} y^{k}$ for some $\alpha_{k} \in[0,1]$. Its major distinguishing feature compared to other first-order algorithms such as the projected gradient (or accelerated gradient) method is that it replaces the usual projection onto $X$ by a linear oracle which computes $y^{k}$ as above. Since, for some relevant cases of $X$, the latter operation is considerably cheaper than the first one, the CondG method is competitive with first-order projection methods for solving large-scale instances of (1) and has received significant attention in different application areas (see $[1,2,3,6,7,8,10,12,13,14]$ ). It has been shown that if $\alpha_{k}$ in the CondG method are properly chosen, then this algorithm can find an $\varepsilon$-solution of (1) (i.e., a point $\hat{x} \in X$ such that $\left.f(\hat{x})-f^{*} \leq \varepsilon\right)$ in at most $\mathcal{O}(1 / \varepsilon)$ iterations and gradient evaluations (see [6, 10, 13]).

Recently, there has also been a growing interest in the study of accelerated gradient methods for solving large-scale optimization problems; see, for instance, $[9,11,15,16,17,18]$. These methods

[^0]have optimal iteration-complexity, namely, an $\varepsilon$-approximate solution of (1) (with $X$ not necessarily bounded) can be obtained in at most $\mathcal{O}(1 / \sqrt{\varepsilon})$ gradient (as well as projections) evaluations. Motivated by the efficiency of the accelerated methods and taking into account that in some applications the associated projection subproblems are difficult to solve, Lan and Zhou [13] developed a projection-free accelerated gradient scheme for solving (1), called conditional gradient sliding (CGS) method, which uses the CondG method to approximately solve the associated projection subproblems. Note that in this case $X$ needs to be bounded. They showed that the CGS method obtains an $\varepsilon$-approximate solution of (1) in at most $\mathcal{O}(1 / \sqrt{\varepsilon})$ gradient evaluations and $\mathcal{O}(1 / \varepsilon)$ linear oracle calls. The authors also presented some numerical experiments showing the advantages of the CGS algorithm over the standard CondG method applied directly to (1).

Our main goal in this paper is to develop and analyze a projection-free accelerated method for solving problem (1) when $X$ is unbounded. The proposed scheme follows the same idea of the CGS method in the sense that it is an accelerated gradient method such that its projection subproblems are inexactly solved by means of the CondG method. In these subproblems, the unbounded set $X$ is intercepted with a ball whose radius is iteratively and appropriately updated throughout the whole procedure. We show that an $\varepsilon$-approximate solution of $(1)$ is obtained in at most $\mathcal{O}(1 / \sqrt{\varepsilon})$ gradient evaluations and $\mathcal{O}(1 / \varepsilon)$ linear oracle calls. We discuss a concept of approximate solution based on the first-order optimality condition for problem (1) and show that the iteration-complexity bounds to obtain such an approximate solution are basically the same as the ones stated above. An advantage of the latter concept is that it can easily be verified during the process of the method. It is worth mentioning that our accelerated scheme is an extension of a CGS variant developed here for solving (1) when $X$ is bounded. Some numerical experiments are presented in order to illustrate the applicability of the general accelerated scheme to solve quadratic optimization problems with unbounded constraints.

The outline of this paper is as follows. Section 2 presents notations and reviews the conditional gradient method for solving a specific problem. This section also discusses a projection-free accelerated method for solving (1) and establishes its convergence rate. Section 3 develops and analyzes a general projection-free method for solving (1) when $X$ is unbounded. A specific implementation of the latter method is studied in Section 4. Section 5 discusses a notion of approximate solution and presents a procedure for computing the initial radius of the general scheme. Section 6 contains some numerical experiments.

## 2 Notation and background materials

In this section, we present our notations and review the conditional gradient method for solving a specific problem. We also present an accelerated method for solving a convex optimization problem when the feasible set is bounded.

Throughout this paper, $\mathbb{E}$ denotes a finite-dimensional inner product real vector space with inner product and induced norm denoted by $\langle\cdot, \cdot\rangle$ and $\|\cdot\|$, respectively. We denote the sets of real numbers by $\mathbb{R}$, nonnegative numbers by $\mathbb{R}_{+}$and positive numbers by $\mathbb{R}_{++}$.

Our problem of interest is the convex optimization problem

$$
\begin{equation*}
f^{*}:=\min _{x \in X} f(x) \tag{2}
\end{equation*}
$$

where $X$ is a nonempty closed convex subset of $\mathbb{E}$ and $f: \mathbb{E} \rightarrow \mathbb{R}$ is a differentiable convex function
such that $\nabla f$ is $L$-Lipschitz continuous on $X$ for some $L \geq 0$, i.e.,

$$
\begin{equation*}
\|\nabla f(x)-\nabla f(y)\| \leq L\|x-y\|, \quad x, y \in X \tag{3}
\end{equation*}
$$

We assume that the set of optimal solutions $X^{*}$ of (2) is nonempty. For a given $x^{0} \in X$, let us denote by $d_{0}$ the distance from $x^{0}$ to $X^{*}$ and

$$
l_{f}(x, y):=f(y)+\langle\nabla f(y), x-y\rangle, \quad x, y \in X
$$

It follows from the convexity of $f$ and (3) that

$$
\begin{equation*}
l_{f}(x, y) \leq f(x) \leq l_{f}(x, y)+\frac{L}{2}\|x-y\|^{2} \quad y \in X \tag{4}
\end{equation*}
$$

The indicator function $\mathcal{I}_{X}: \mathbb{E} \rightarrow(-\infty, \infty]$ is defined as

$$
\mathcal{I}_{X}(x)= \begin{cases}0, & x \in X, \\ \infty, & x \notin X\end{cases}
$$

For a scalar $\varepsilon \geq 0$, the $\varepsilon$-subdifferential of a function $f: \mathbb{E} \rightarrow(-\infty, \infty]$ is the operator $\partial_{\varepsilon} f: \mathbb{E} \rightrightarrows \mathbb{E}$ defined as

$$
\partial_{\varepsilon} f(x)=\{v \mid f(y) \geq f(x)+\langle y-x, v\rangle-\varepsilon, \forall y \in \mathbb{E}\}, \quad \forall x \in \mathbb{E} .
$$

When $\varepsilon=0$, the operator $\partial_{\varepsilon} f$ is simply denoted by $\partial f$ and is referred to as the subdifferential of $f$. We also recall that a point $x^{*} \in X$ is a solution of (2) if and only if

$$
0 \in \partial\left(f+\mathcal{I}_{X}\right)\left(x^{*}\right)
$$

### 2.1 Conditional gradient method

In this section, we review the conditional gradient method (also known as the Frank-Wolfe method) for solving an optimization problem. We present its convergence rate which will play an important role in the derivation of iteration-complexity bounds for proposed accelerated schemes. As is wellknown the conditional gradient method assumes that a linear optimization (LO) oracle is available, i.e., a routine which returns an optimal solution to the problem of minimizing a linear form over a nonempty compact convex set.

Let $X$ be a nonempty compact convex subset of $\mathbb{E}$. Consider the following problem

$$
\begin{equation*}
\min _{u \in X}\left\{\langle g, u\rangle+\frac{c}{2}\left\|u-x^{0}\right\|^{2}\right\} \tag{5}
\end{equation*}
$$

where $c>0, g \in \mathbb{E}$, and $x^{0} \in X$. The conditional gradient method for solving (5) is formally described as follows.

## Conditional gradient (CondG) method

Step 0 Let $\varepsilon>0$ and $z^{1} \in X$. Set $t=1$.
Step 1 Use the LO oracle to compute an optimal solution $u^{t}$ of

$$
g_{t, c}^{*}=\min _{u \in X}\left\{\left\langle g+c\left(z^{t}-x^{0}\right), u-z^{t}\right\rangle\right\}
$$

Step 2 If $g_{t, c}^{*} \geq-\varepsilon$, then stop the algorithm and output $z^{t}$. Otherwise, set

$$
z^{t+1}=z^{t}+\alpha_{t}\left(u^{t}-z^{t}\right),
$$

where

$$
\begin{equation*}
\alpha_{t}:=\min \left\{1, \frac{\left\langle g+c\left(z^{t}-x^{0}\right), z^{t}-u^{t}\right\rangle}{c\left\|u^{t}-z^{t}\right\|^{2}}\right\} . \tag{6}
\end{equation*}
$$

Step 3 Set $t \leftarrow t+1$, and go to step 1 .
end

In the following, we consider an iteration-complexity result for the CondG method. Its proof can be founded, for example, in [13, Theorem 2.2(c)].

Proposition 2.1. The total number of iterations performed by the Cond $G$ method for obtaining $z^{t} \in X$ such that $\left\langle g+c\left(z^{t}-x^{0}\right), u-z^{t}\right\rangle \geq-\varepsilon$ for all $u \in X$ is bounded by

$$
\left\lceil\frac{6 c D_{X}^{2}}{\varepsilon}\right\rceil \text {, }
$$

where $D_{X}$ is the diameter of $X$.

### 2.2 Projection-free accelerated method

In this section, we present a projection-free accelerated method for solving (2) when the feasible set is bounded and discuss its convergence behavior. Such a method is related to the one proposed in [13]. The method is described as follows.

## Projection-free accelerated (PFA) method

Step 0 Let $x^{0} \in X$ be given, and set $A_{0}=0, \beta_{0}>0, y^{0}=x^{0}$, function $\Gamma_{0}: X \rightarrow \mathbb{R}$ as $\Gamma_{0} \equiv 0$ and $k=1$.

Step 1 Set $(y, x, \Gamma)=\left(y^{k-1}, x^{k-1}, \Gamma_{k-1}\right)$ and $(A, \beta)=\left(A_{k-1}, \beta_{k-1}\right)$. Compute $A^{+}, \tilde{x}$ and $\Gamma^{+}$: $X \rightarrow \mathbb{R}$ as

$$
\begin{aligned}
A^{+} & :=A+\frac{\beta+\sqrt{\beta^{2}+4 L A \beta}}{2 L}, \\
\tilde{x} & :=\frac{A}{A^{+}} y+\left(1-\frac{A}{A^{+}}\right) x, \\
\Gamma^{+} & :=\frac{A}{A^{+}} \Gamma+\left(1-\frac{A}{A^{+}}\right) l_{f}(\cdot \tilde{x}) .
\end{aligned}
$$

Step 2 Let $\eta^{+}>0$ and $\beta^{+} \geq \beta$, and apply the CondG method with $g:=A^{+} \nabla \Gamma^{+}, c:=\beta^{+}$and an arbitrary $z_{1} \in X$ to obtain $x^{+}$such that

$$
\begin{equation*}
\left\langle A^{+} \nabla \Gamma^{+}+\beta^{+}\left(x^{+}-x^{0}\right), u-x^{+}\right\rangle \geq-\eta^{+} \quad \forall u \in X \tag{7}
\end{equation*}
$$

Step 3 Compute

$$
y^{+}:=\frac{A}{A^{+}} y+\left(1-\frac{A}{A^{+}}\right) x^{+} .
$$

Step 4 Let $\left(y^{k}, x^{k}, \tilde{x}^{k}, \Gamma_{k}\right)=\left(y^{+}, x^{+}, \tilde{x}, \Gamma^{+}\right)$and $\left(A_{k}, \beta_{k}, \eta_{k}\right)=\left(A^{+}, \beta^{+}, \eta^{+}\right)$. Set $k \leftarrow k+1$ and go to step 1.
end
Let us make a few remarks about the PFA method. First, note that the update rule for $A_{k}$ is equivalent to the identity

$$
\begin{equation*}
\frac{A_{k}}{\left(A_{k}-A_{k-1}\right)^{2}}=\frac{L}{\beta_{k-1}} \quad \forall k \geq 1 . \tag{8}
\end{equation*}
$$

Second, using the definition of $\Gamma_{k}$, we easily obtain by induction that $A_{k} \Gamma_{k}(u)=\sum_{i=1}^{k}\left(A_{i}-\right.$ $\left.A_{i-1}\right) l_{f}\left(u, \tilde{x}^{i}\right)$. Hence, in Step 2 of the PFA method, we are applying the conditional gradient method to find an approximate solution $x^{k}$ for the subproblem

$$
\begin{equation*}
\min _{u \in X}\left\{\sum_{i=1}^{k}\left(A_{i}-A_{i-1}\right) l_{f}\left(u, \tilde{x}^{i}\right)+\frac{\beta_{k}}{2}\left\|u-x^{0}\right\|^{2}\right\} \tag{9}
\end{equation*}
$$

such that

$$
\begin{equation*}
\left\langle\sum_{i=1}^{k}\left(A_{i}-A_{i-1}\right) \nabla f\left(\tilde{x}^{i}\right)+\beta_{k}\left(x^{k}-x^{0}\right), u-x^{k}\right\rangle \geq-\eta_{k} \quad \forall u \in X \tag{10}
\end{equation*}
$$

Throughout this section, we let

$$
\eta_{0}=0, \quad \text { and } \quad \bar{\eta}_{k}=\sum_{i=0}^{k} \eta_{i} .
$$

The next proposition establishes the main property of the PFA method and, as a consequence, the convergence rate of $f\left(y^{k}\right)-f^{*}$.

Proposition 2.2. For every $k \geq 0$, the following inequality holds

$$
\begin{equation*}
A_{k} \Gamma_{k}(u)+\frac{\beta_{k}}{2}\left\|u-x^{0}\right\|^{2} \geq A_{k} f\left(y^{k}\right)+\frac{\beta_{k}}{2}\left\|u-x^{k}\right\|^{2}-\bar{\eta}_{k}, \quad \forall u \in X \tag{11}
\end{equation*}
$$

As a consequence, for every $k \geq 1$, we have

$$
f\left(y^{k}\right)-f^{*} \leq \frac{\beta_{k}}{2 A_{k}} d_{0}^{2}+\frac{\bar{\eta}_{k}}{A_{k}} .
$$

Proof. Let us prove by induction that (11) holds for all $k \geq 0$. Since $\bar{\eta}_{0}=A_{0}=0$, we have it trivially holds for $k=0$. Suppose that (11) holds for $k-1$. Using the same notations of the PFA method and denoting $\bar{\eta}=\bar{\eta}_{k-1}$, the induction assumption becomes

$$
\begin{equation*}
A \Gamma(u)+\frac{\beta}{2}\left\|u-x^{0}\right\|^{2} \geq A f(y)+\frac{\beta}{2}\|u-x\|^{2}-\bar{\eta}, \quad \forall u \in X \tag{12}
\end{equation*}
$$

Now, using the definition of $\Gamma^{+}, \beta_{+} \geq \beta$ and (12) with $u=x^{+}$, we have

$$
\begin{aligned}
\Psi^{+}\left(x^{+}\right):=A^{+} \Gamma^{+}\left(x^{+}\right)+\frac{\beta^{+}}{2}\left\|x^{+}-x^{0}\right\|^{2} & \geq\left(A^{+}-A\right) l_{f}\left(x^{+}, \tilde{x}\right)+A \Gamma\left(x^{+}\right)+\frac{\beta}{2}\left\|x^{+}-x^{0}\right\|^{2} \\
& \geq\left(A^{+}-A\right) l_{f}\left(x^{+}, \tilde{x}\right)+A f(y)+\frac{\beta}{2}\left\|x^{+}-x\right\|^{2}-\bar{\eta} .
\end{aligned}
$$

Thus, since $l_{f}(\cdot, \tilde{x})$ is an affine function and minorizes $f$, we obtain

$$
\Psi^{+}\left(x^{+}\right) \geq A^{+} l_{f}\left(\frac{A}{A^{+}} y+\frac{A^{+}-A}{A^{+}} x^{+}, \tilde{x}\right)+\frac{\beta}{2}\left\|x^{+}-x\right\|^{2}-\bar{\eta},
$$

which, combined with the definitions of $\tilde{x}$ and $y^{+}$and (8), yields

$$
\begin{align*}
\Psi^{+}\left(x^{+}\right) & \geq A^{+}\left(l_{f}\left(y^{+}, \tilde{x}\right)+\frac{\beta A^{+}}{2\left(A^{+}-A\right)^{2}}\left\|y^{+}-\tilde{x}\right\|^{2}\right)-\bar{\eta} \\
& =A^{+}\left(l_{f}\left(y^{+}, \tilde{x}\right)+\frac{L}{2}\left\|y^{+}-\tilde{x}\right\|^{2}\right)-\bar{\eta}  \tag{13}\\
& \geq A^{+} f\left(y^{+}\right)-\bar{\eta},
\end{align*}
$$

where the last inequality is due to (4) and $A^{+}>0$. On the other hand, using $\Psi^{+}$is a quadratic function and (7), we have

$$
\Psi^{+}(u)=\Psi^{+}\left(x^{+}\right)+\left\langle\nabla \Psi^{+}\left(x^{+}\right), u-x^{+}\right\rangle+\frac{\beta^{+}}{2}\left\|u-x^{+}\right\|^{2} \geq \Psi^{+}\left(x^{+}\right)-\eta^{+}+\frac{\beta^{+}}{2}\left\|u-x^{+}\right\|^{2} .
$$

Therefore, from the last inequality and (13), we obtain

$$
\Psi^{+}(u) \geq A^{+} f\left(y^{+}\right)-\bar{\eta}-\eta^{+}+\frac{\beta^{+}}{2}\left\|u-x^{+}\right\|^{2},
$$

which, combined with the definitions of $\Psi^{+}$and $\bar{\eta}$, concludes the induction proof. Now, letting $x^{*} \in X^{*}$ be such that $d_{0}=\left\|x^{0}-x^{*}\right\|$, the last statement of the proposition follows immediately from (11) with $u=x^{*}$ and the fact that $\Gamma \leq f$.

Next corollary specializes the rate of convergence of $f\left(y^{k}\right)-f^{*}$ given in Proposition 2.2 by appropriately choosing the sequences $\left\{\beta_{k}\right\}$ and $\left\{\eta_{k}\right\}$. In particular, this instance implies complexity bound similar to the accelerated methods with projection step (see, e.g., [16, 17]). We state the results assuming the knowledge of an upper bound $D_{0}$ for the distance from $x^{0}$ to the solution set. Note that, since $X$ is a compact set, we may consider $D_{0}$ as the diameter of $X$.

Corollary 2.3. Let $D_{0}$ be an upper bound for the distance from $x^{0}$ to the solution set, and let $B>0$. For every $k \geq 1$, set $\beta_{k}=k+1, \eta_{k}=D_{0}^{2} / B$ and consider $y^{k}$ be generated by the PFA method. Then,

$$
\begin{equation*}
f\left(y^{k}\right)-f^{*} \leq\left(\frac{B+2}{B}\right) \frac{9 L D_{0}^{2}}{2 k^{2}}, \quad \forall k \geq 1 . \tag{14}
\end{equation*}
$$

As a consequence, the total number of outer and inner iterations of the PFA method for obtaining $y^{k}$ such that $f\left(y^{k}\right)-f^{*} \leq \epsilon$ can be bounded, respectively, by

$$
\mathcal{O}\left(\frac{D_{0} \sqrt{L}}{\sqrt{\epsilon}}\right) \quad \text { and } \quad \mathcal{O}\left(\frac{L D_{X}^{2}}{\epsilon}\right) .
$$

Proof. Lemma A. 1 in Appendix A implies that $A_{k} \geq(k+1) k^{2} /(9 L)$. Thus, the first statement of the corollary follows immediately from Proposition 2.2 and the definitions of $\left\{\beta_{k}\right\},\left\{\eta_{k}\right\}$ and $\left\{\bar{\eta}_{k}\right\}$. It follows from (14) that the PFA method provides $y^{k}$ such that $f\left(y^{k}\right)-f^{*} \leq \epsilon$ in at most $\mathcal{O}\left(D_{0} \sqrt{L / \epsilon}\right)$. On the other hand, Proposition 2.1 implies that the total number of LO oracle calls up to the $k^{\text {th }}$ iteration of the PFA method can be bounded by

$$
\sum_{i=1}^{k} \frac{6 \beta_{i} D_{X}^{2}}{\eta_{i}}+1=\sum_{i=1}^{k} \frac{6(i+1) B D_{X}^{2}}{D_{0}^{2}}+1=\frac{6 k(k+3) B D_{X}^{2}}{2 D_{0}^{2}}+k \approx \mathcal{O}\left(k^{2} D_{X}^{2} / D_{0}^{2}\right)
$$

Since $k \approx \mathcal{O}\left(D_{0} \sqrt{L / \epsilon}\right)$, the last claim follows from the previous estimate.
Remark 2.4. Since $X$ is a compact set, as mentioned before, a possible estimate $D_{0}$ satisfying Corollary 2.3 is $D_{0}=D_{X}$. However, if for a particular problem, an estimate $D_{0}$ much smaller than $D_{X}$ is known, then Corollary 2.3 gives a sharper complexity result than taking $D_{0}=D_{X}$. It is worth pointing out that if such a $D_{0}$ is known then problem (2) may be restricted to $X \cap B\left(x^{0}, D_{0}\right)$. In such a case, the number of $L O$ oracle calls depends also on $D_{0}$ instead of $D_{X}$, and therefore, it may be smaller depending on how easy it is to solve the subproblems over the set $X \cap B\left(x^{0}, D_{0}\right)$.

## 3 Adaptive projection-free accelerated method

In this section, we describe and analyze a projection-free method for solving problem (2) when $X$ is unbounded. Since the diameter of $X$ is not finite, the PFA method can not be directly applied. Therefore, we adapt the method in such a way that its subproblems are solved over the set $X \cap B\left(x^{0}, R_{k}\right)$, where the radius $R_{k}$ is iteratively and carefully updated.

## Adaptive projection-free accelerated (APFA) method

Step 0 Let $x^{0} \in X, \tau>1$ and $R_{1}>0$ be given, and set $A_{0}=\bar{\eta}_{0}=0, \beta_{0}>0, y^{0}=x^{0}$, function $\Gamma_{0}: X \rightarrow \mathbb{R}$ as $\Gamma_{0} \equiv 0$ and $k=1$.

Step $1 \operatorname{Set}(y, x, \Gamma)=\left(y^{k-1}, x^{k-1}, \Gamma_{k-1}\right)$ and $(A, \beta, \bar{\eta})=\left(A_{k-1}, \beta_{k-1}, \bar{\eta}_{k-1}\right)$.
If $k=1$, set $A^{+}=\beta_{0} /(2 L), \tilde{x}=x^{0}$ and $R^{+}=R_{1}$; else, let the unique $A^{+}>A$ solution of

$$
\begin{equation*}
\frac{1}{2}\left(\frac{A^{+}}{A^{+}-A}\right)^{2}-\frac{L A^{+}}{\beta}=\tau^{2} \tag{15}
\end{equation*}
$$

set

$$
\begin{equation*}
\tilde{x}:=\frac{A}{A^{+}} y+\left(1-\frac{A}{A^{+}}\right) x, \tag{16}
\end{equation*}
$$

and compute $R^{+}$as

$$
\begin{equation*}
R^{+}:=\frac{2 \tau}{\tau-1}\left\|x^{0}-\tilde{x}\right\|+\frac{\tau+1}{\tau-1} \sqrt{\frac{2 \bar{\eta}}{\beta}} . \tag{17}
\end{equation*}
$$

Step 2 Let $\eta^{+}>0$ and $\beta^{+} \geq \beta$ and apply the CondG method with $g:=A^{+} \nabla \Gamma^{+}, c:=\beta^{+}$and an arbitrary $z_{1} \in X \cap B\left(x^{0}, R_{+}\right)$to obtain $x^{+}$satisfying

$$
\begin{equation*}
\left\langle A^{+} \nabla \Gamma^{+}+\beta^{+}\left(x^{+}-x^{0}\right), u-x^{+}\right\rangle \geq-\eta^{+} \quad \forall u \in X \cap B\left(x^{0}, R_{+}\right), \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma^{+}:=\frac{A}{A^{+}} \Gamma+\left(1-\frac{A}{A^{+}}\right) l_{f}(\cdot, \tilde{x}), \tag{19}
\end{equation*}
$$

set $\bar{\eta}^{+}:=\bar{\eta}+\eta^{+}$and

$$
\begin{equation*}
y^{+}:=\frac{A}{A^{+}} y+\left(1-\frac{A}{A^{+}}\right) x^{+} . \tag{20}
\end{equation*}
$$

Step 3 Let $\left(y^{k}, x^{k}, \tilde{x}^{k}, \Gamma_{k}\right)=\left(y^{+}, x^{+}, \tilde{x}, \Gamma^{+}\right)$and $\left(A_{k}, \beta_{k}, \eta_{k}, \bar{\eta}_{k}, R_{k}\right)=\left(A^{+}, \beta^{+}, \eta^{+}, \bar{\eta}^{+}, R^{+}\right)$. Set $k \leftarrow k+1$ and go to step 1.
end

We now make some remarks about the above method. First, a fundamental property for the convergence analysis of the method is that the ball $B\left(x^{0}, R_{k}\right)$ contains the unknown exact solution of the subproblem (9) over the unbounded set $X$. Such a property will be a priori required for $k=1$ and, as it will be seen in Lemma 3.3, it holds for all $k \geq 2$. Corollary 4.3 presents a simple choice for $R_{1}$ satisfying the required condition and in Section 5 a procedure to refine this choice is described. Second, note that for updating $A_{k}$, it is necessary to find a solution of a third degree polynomial equation which can be easily obtained by root-finding algorithms like Newton method. Third, similarly to the PFA method, we see that $A_{k} \Gamma_{k}(u)=\sum_{i=1}^{k}\left(A_{i}-A_{i-1}\right) l_{f}\left(u, \tilde{x}^{i}\right)$ and the conditional gradient method is applied to obtain an approximate solution $x^{k}$ for the subproblem (9) satisfying (10) with $X$ replaced by $X \cap B\left(x^{0}, R_{k}\right)$.

Before establishing the convergence rate for the APFA method, we need some technical results.
Lemma 3.1. Let $A \geq 0, \beta>0, x, y \in X$ and an affine function $\Gamma \leq f$ be given, and define

$$
\chi=\chi(A, \Gamma, \beta, x, y):=A f(y)-\min _{u \in X}\left\{A \Gamma(u)+\frac{\beta}{2}\left\|u-x^{0}\right\|^{2}-\frac{\beta}{4}\|u-x\|^{2}\right\} .
$$

Then, the following statements hold:
a) for any $x^{*} \in X^{*}$, we obtain

$$
A\left(f(y)-f^{*}\right) \leq \frac{\beta}{2}\left\|x^{*}-x^{0}\right\|^{2}+\chi
$$

b) for any $A^{+}>A$ and $u \in X$ we have

$$
\begin{equation*}
A^{+} \Gamma^{+}(u)+\frac{\beta}{2}\left\|u-x^{0}\right\|^{2} \geq A^{+}\left(l_{f}(\tilde{u}(u), \tilde{x})+\frac{\beta A^{+}}{4\left(A^{+}-A\right)^{2}}\|\tilde{u}(u)-\tilde{x}\|^{2}\right)-\chi, \tag{21}
\end{equation*}
$$

where $\tilde{x}$ and $\Gamma^{+}$are as defined in (16) and (19), respectively, and

$$
\begin{equation*}
\tilde{u}(u):=\frac{A}{A^{+}} y+\left(1-\frac{A}{A^{+}}\right) u . \tag{22}
\end{equation*}
$$

Proof. It follows from the definition of $\chi$ that

$$
A \Gamma\left(x^{*}\right)+\frac{\beta}{2}\left\|x^{*}-x^{0}\right\|^{2} \geq A f(y)-\chi \quad \forall x^{*} \in X^{*}
$$

which, combined with $\Gamma \leq f$, implies the first statement. Now, using the definitions of $\Gamma^{+}$and $\chi$, we have

$$
\begin{aligned}
A^{+} \Gamma^{+}(u)+\frac{\beta}{2}\left\|u-x^{0}\right\|^{2} & =\left(A^{+}-A\right) l_{f}(u, \tilde{x})+A \Gamma(u)+\frac{\beta}{2}\left\|u-x^{0}\right\|^{2} \\
& \geq\left(A^{+}-A\right) l_{f}(u, \tilde{x})+A f(y)+\frac{\beta}{4}\|u-x\|^{2}-\chi .
\end{aligned}
$$

Thus, since $l_{f}(\cdot, \tilde{x})$ is an affine function and minorizes $f$, we obtain

$$
\begin{align*}
A^{+} \Gamma^{+}(u)+\frac{\beta}{2}\left\|u-x^{0}\right\|^{2} & \geq A^{+} l_{f}\left(\frac{A}{A^{+}} y+\frac{A^{+}-A}{A^{+}} u, \tilde{x}\right)+\frac{\beta}{4}\|u-x\|^{2}-\chi  \tag{23}\\
& =A^{+} l_{f}(\tilde{u}(u), \tilde{x})+\frac{\beta}{4}\|u-x\|^{2}-\chi
\end{align*}
$$

where the last equality is due to the definition of $\tilde{u}(u)$. On the other hand, the definition of $\tilde{u}(u)$ and $\tilde{x}$ implies

$$
u-x=\frac{A^{+}}{A^{+}-A}(\tilde{u}(u)-\tilde{x}) .
$$

Hence, statement (b) now follows from (23) and the last equality.
Lemma 3.2. Let $A \geq 0, \beta>0, x, y \in X$ and an affine function $\Gamma \leq f$ be given, and let $\chi:=\chi(A, \Gamma, \beta, x, y)$, where $\chi(\cdot, \cdot, \cdot, \cdot, \cdot)$ is defined in Lemma 3.1. Also, let $A^{+}>A$ satisfying

$$
\begin{equation*}
\frac{A^{+}}{2\left(A^{+}-A\right)^{2}} \geq \frac{L}{\beta} \tag{24}
\end{equation*}
$$

be given, and consider $\tilde{x}$ and $\Gamma^{+}$as in (16) and (19), respectively. Moreover, assume that $x^{+}$ satisfies (18) for some $\eta^{+} \geq 0, \beta^{+} \geq \beta$ and $R_{+} \geq\left\|x_{r}^{+}-x^{0}\right\|$, where $x_{r}^{+}$is the unique minimizer of

$$
\begin{equation*}
\min _{u \in X}\left\{\Psi^{+}(u):=A^{+} \Gamma^{+}(u)+\frac{\beta^{+}}{2}\left\|u-x^{0}\right\|^{2}\right\}, \tag{25}
\end{equation*}
$$

and consider $y^{+}$as in (20). Then, $\chi^{+}:=\chi\left(A^{+}, \Gamma^{+}, \beta^{+}, x^{+}, y^{+}\right)$satisfies

$$
\chi^{+} \leq \chi+\eta^{+}
$$

Proof. Since $\beta^{+} \geq \beta$, it follows from the definition of $\Psi^{+}$in (25) that

$$
\Psi^{+}\left(x^{+}\right) \geq A^{+} \Gamma^{+}(u)+\frac{\beta}{2}\left\|u-x^{0}\right\|^{2},
$$

which, combined with Lemma 3.1(b) with $u=x^{+}$and the definition of $y^{+}$, yileds

$$
\begin{align*}
\Psi^{+}\left(x^{+}\right) & \geq A^{+}\left(l_{f}\left(y^{+}, \tilde{x}\right)+\frac{\beta A^{+}}{4\left(A^{+}-A\right)^{2}}\left\|y^{+}-\tilde{x}\right\|^{2}\right)-\chi \\
& \geq A^{+}\left(l_{f}\left(y^{+}, \tilde{x}\right)+\frac{L}{2}\left\|y^{+}-\tilde{x}\right\|^{2}\right)-\chi  \tag{26}\\
& \geq A^{+} f\left(y^{+}\right)-\chi,
\end{align*}
$$

where the second and third inequalities are due to (24) and (4), respectively. Using the fact that $\Psi^{+}$is a quadratic function and $x_{r}^{+}$is the unique minimizer of (25), we have

$$
\begin{equation*}
\Psi^{+}(u) \geq \Psi^{+}\left(x_{r}^{+}\right)+\frac{\beta^{+}}{2}\left\|u-x_{r}^{+}\right\|^{2} \quad \forall u \in X . \tag{27}
\end{equation*}
$$

Since by assumption $R_{+} \geq\left\|x_{r}^{+}-x^{0}\right\|$, it follows by using the Taylor expansion of $\Psi^{+}$at $x^{+}$and (18) that

$$
\begin{aligned}
\Psi^{+}\left(x_{r}^{+}\right) & =\Psi^{+}\left(x^{+}\right)+\left\langle\nabla \Psi^{+}\left(x^{+}\right), x_{r}^{+}-x^{+}\right\rangle+\frac{\beta^{+}}{2}\left\|x_{r}^{+}-x^{+}\right\|^{2} \\
& \geq \Psi^{+}\left(x^{+}\right)-\eta^{+}+\frac{\beta^{+}}{2}\left\|x_{r}^{+}-x^{+}\right\|^{2} .
\end{aligned}
$$

In view of (27) and the last inequality, we have

$$
\begin{aligned}
\Psi^{+}(u) & \geq \Psi^{+}\left(x^{+}\right)-\eta^{+}+\frac{\beta^{+}}{2}\left\|u-x_{r}^{+}\right\|^{2}+\frac{\beta^{+}}{2}\left\|x_{r}^{+}-x^{+}\right\|^{2} \\
& \geq \Psi^{+}\left(x^{+}\right)-\eta^{+}+\frac{\beta^{+}}{4}\left\|u-x^{+}\right\|^{2} \\
& \geq A^{+} f\left(y^{+}\right)-\chi-\eta^{+}+\frac{\beta^{+}}{4}\left\|u-x^{+}\right\|^{2},
\end{aligned}
$$

where the second inequality is due to the convexity of $\|\cdot\|^{2}$, and the last one is due to (26). It follows from the previous estimate and the definition of $\Psi^{+}$that

$$
A^{+} \Gamma^{+}(u)+\frac{\beta^{+}}{2}\left\|u-x^{0}\right\|^{2}-\frac{\beta^{+}}{4}\left\|u-x^{+}\right\|^{2}-A^{+} f\left(y^{+}\right) \geq-\chi-\eta^{+} \quad \forall u \in X .
$$

Combining the definition of $\chi^{+}$with the last inequality, the proof of the lemma follows.
Lemma 3.3. Let $A>0, \beta>0, x, y \in X$ and an affine function $\Gamma \leq f$ be given, and let $\chi:=\chi(A, \Gamma, \beta, x, y)$, where $\chi(\cdot, \cdot, \cdot, \cdot, \cdot)$ is defined in Lemma 3.1. Assume that $A^{+}>A$ satisfies (15) for some given $\tau>1$ and define $\tilde{x}$ and $\Gamma^{+}$as in (16) and (19), respectively. Then, for any $\beta^{+} \geq \beta$, the unique minimizer $x_{r}^{+}$of (25) satisfies

$$
\left\|x_{r}^{+}-x^{0}\right\| \leq R(\chi):=\frac{2 \tau}{\tau-1}\left\|x^{0}-\tilde{x}\right\|+\frac{\tau+1}{\tau-1} \sqrt{\frac{2 \max \{\chi, 0\}}{\beta}} .
$$

Proof. First, as $\Gamma \leq f$ and $l_{f}(\cdot, \tilde{x}) \leq f$, it follows trivially from (19) that

$$
\begin{equation*}
\Gamma^{+} \leq f . \tag{28}
\end{equation*}
$$

Now, let us define an auxiliary point $\tilde{y}$ as

$$
\begin{equation*}
\tilde{y}:=\underset{z \in X}{\operatorname{argmin}}\left\{l_{f}(z, \tilde{x})+\frac{\beta A^{+}}{4\left(A^{+}-A\right)^{2}}\|z-\tilde{x}\|^{2}\right\} . \tag{29}
\end{equation*}
$$

Since $\tilde{u}(u) \in X$ for all $u \in X$ (see (22)), it follows by Lemma 3.1(b) and (29) that

$$
\begin{align*}
A^{+} \Gamma^{+}(u)+\frac{\beta}{2}\left\|u-x^{0}\right\|^{2} & \geq A^{+}\left(l_{f}(\tilde{u}(u), \tilde{x})+\frac{\beta A^{+}}{4\left(A^{+}-A\right)^{2}}\|\tilde{u}(u)-\tilde{x}\|^{2}\right)-\chi \\
& \geq A^{+}\left(l_{f}(\tilde{y}, \tilde{x})+\frac{\beta A^{+}}{4\left(A^{+}-A\right)^{2}}\|\tilde{y}-\tilde{x}\|^{2}\right)-\chi  \tag{30}\\
& =A^{+}\left(l_{f}(\tilde{y}, \tilde{x})+\frac{L}{2}\|\tilde{y}-\tilde{x}\|^{2}\right)+\frac{\beta \tau^{2}}{2}\|\tilde{y}-\tilde{x}\|^{2}-\chi \\
& \geq A^{+} f(\tilde{y})+\frac{\beta \tau^{2}}{2}\|\tilde{y}-\tilde{x}\|^{2}-\chi,
\end{align*}
$$

where the equality is due to (15) and the last inequality is due to (4). Since $\beta^{+} \geq \beta$, the latter inequality with $u=x_{r}^{+}$implies that

$$
\begin{equation*}
A^{+} \Gamma^{+}\left(x_{r}^{+}\right)+\frac{\beta^{+}}{2}\left\|x_{r}^{+}-x^{0}\right\|^{2} \geq A^{+} f(\tilde{y})-\chi . \tag{31}
\end{equation*}
$$

From the fact that $x_{r}^{+}$is the unique minimizer of (25), we have

$$
\begin{aligned}
A^{+} \Gamma^{+}(\tilde{y})+\frac{\beta^{+}}{2}\left\|\tilde{y}-x^{0}\right\|^{2} & \geq A^{+} \Gamma^{+}\left(x_{r}^{+}\right)+\frac{\beta^{+}}{2}\left\|x_{r}^{+}-x^{0}\right\|^{2}+\frac{\beta^{+}}{2}\left\|\tilde{y}-x_{r}^{+}\right\|^{2} \\
& \geq A^{+} f(\tilde{y})-\chi+\frac{\beta^{+}}{2}\left\|\tilde{y}-x_{r}^{+}\right\|^{2},
\end{aligned}
$$

where the last inequality is due to (31). Using (28) and rearranging the last inequality, we obtain

$$
\left\|\tilde{y}-x_{r}^{+}\right\| \leq\left\|\tilde{y}-x^{0}\right\|+\sqrt{\frac{2 \max \{\chi, 0\}}{\beta^{+}}} .
$$

Using the triangle inequality and the fact that $\beta_{+} \geq \beta$, we have

$$
\begin{equation*}
\left\|x_{r}^{+}-x^{0}\right\| \leq 2\left\|\tilde{y}-x^{0}\right\|+\sqrt{\frac{2 \max \{\chi, 0\}}{\beta}} \tag{32}
\end{equation*}
$$

On the other hand, inequality (30) with $u=\tilde{y}$ yields

$$
A^{+} \Gamma^{+}(\tilde{y})+\frac{\beta}{2}\left\|\tilde{y}-x^{0}\right\|^{2} \geq A^{+} f(\tilde{y})+\frac{\beta \tau^{2}}{2}\|\tilde{y}-\tilde{x}\|^{2}-\chi .
$$

Thus, using (28) and simple algebraic manipulations, we have

$$
\tau\|\tilde{y}-\tilde{x}\| \leq \sqrt{\left\|\tilde{y}-x^{0}\right\|^{2}+\frac{2 \max \{\chi, 0\}}{\beta}},
$$

and then

$$
\tau\left(\left\|\tilde{y}-x^{0}\right\|-\left\|x^{0}-\tilde{x}\right\|\right) \leq\left\|\tilde{y}-x^{0}\right\|+\sqrt{\frac{2 \max \{\chi, 0\}}{\beta}}
$$

Rearranging the last inequality, we obtain

$$
(\tau-1)\left\|\tilde{y}-x^{0}\right\| \leq \tau\left\|x^{0}-\tilde{x}\right\|+\sqrt{\frac{2 \max \{\chi, 0\}}{\beta}} .
$$

Hence, using the assumption $\tau>1$, we have

$$
\left\|\tilde{y}-x^{0}\right\| \leq \frac{\tau}{\tau-1}\left\|x^{0}-\tilde{x}\right\|+\frac{1}{\tau-1} \sqrt{\frac{2 \max \{\chi, 0\}}{\beta}}
$$

Therefore, the result follows from the last inequality and (32).
The next proposition provides an essential inequality from which follows our main convergence rate result for the APFA method.

Proposition 3.4. Let $x_{r}^{1}$ be the unique minimizer of

$$
\begin{equation*}
\min _{u \in X}\left\{A_{1} \Gamma_{1}(u)+\frac{\beta_{1}}{2}\left\|u-x^{0}\right\|^{2}\right\} . \tag{33}
\end{equation*}
$$

If the input $R_{1}$ in the APFA method satisfies $R_{1} \geq\left\|x_{r}^{1}-x^{0}\right\|$, then the following inequality holds, for every $k \geq 1$,

$$
\begin{equation*}
A_{k} f\left(y^{k}\right)+\frac{\beta_{k}}{4}\left\|u-x^{k}\right\|^{2} \leq A_{k} \Gamma_{k}(u)+\frac{\beta_{k}}{2}\left\|u-x^{0}\right\|^{2}+\bar{\eta}_{k} \quad \forall u \in X \tag{34}
\end{equation*}
$$

Proof. The proof of (34) is done by induction on $k$. It clearly holds for $k=0$ due to fact that $A_{0}=\bar{\eta}_{0}=0$. Assume then that (34) holds for some $k \geq 0$ and let us show that it holds for $k+1$. This induction assumption is clearly equivalent to

$$
\chi_{k}:=\chi\left(A_{k}, \Gamma_{k}, \beta_{k}, x^{k}, y^{k}\right) \leq \bar{\eta}_{k},
$$

due to the definition of $\chi(\cdot, \cdot, \cdot, \cdot, \cdot)$ in Lemma 3.1. Also, letting

$$
\begin{aligned}
(A, \Gamma, \beta, x, y) & =\left(A_{k}, \Gamma_{k}, \beta_{k}, x^{k}, y^{k}\right) \\
\left(A^{+}, \Gamma^{+}, \beta^{+}, x^{+}, y^{+}\right) & =\left(A_{k+1}, \Gamma_{k+1}, \beta_{k+1}, x^{k+1}, y^{k+1}\right), \quad R^{+}=R_{k+1}, \quad \eta^{+}=\eta_{k+1}
\end{aligned}
$$

it follows from the APFA method and Lemma 3.3 (or the assumption that $R_{1} \geq\left\|x_{r}^{1}-x^{0}\right\|$ ) that the hypothesis of Lemma 3.2 holds. Therefore, the latter lemma implies that

$$
\chi_{k+1} \leq \chi_{k}+\eta^{+} \leq \bar{\eta}_{k}+\eta_{k+1}=\bar{\eta}_{k+1}
$$

and hence that (34) holds for $k+1$. We have thus proved that (34) holds for every $k \geq 1$.
The following result for the APFA method establishes the convergence rate of $f\left(y^{k}\right)-f^{*}$ and the boundedness of the sequences $\left\{x^{k}\right\},\left\{y^{k}\right\}$ and $\left\{\tilde{x}^{k}\right\}$.
Theorem 3.5. Assume that the input $R_{1}$ in the APFA method satisfies $R_{1} \geq\left\|x_{r}^{1}-x^{0}\right\|$, where $x_{r}^{1}$ is the unique minimizer of (33). Then, for any $k \geq 1$,

$$
\begin{gather*}
f\left(y^{k}\right)-f^{*} \leq \frac{\beta_{k}}{2 A_{k}} d_{0}^{2}+\frac{\bar{\eta}_{k}}{A_{k}},  \tag{35}\\
\max \left\{\left\|x^{k}-x^{*}\right\|,\left\|y^{k}-x^{*}\right\|,\left\|\tilde{x}^{k+1}-x^{*}\right\|\right\} \leq \sqrt{2} d_{0}+2 \max _{1 \leq j \leq k} \sqrt{\frac{\bar{\eta}_{j}}{\beta_{j}}}, \tag{36}
\end{gather*}
$$

where $x^{*} \in X^{*}$ is such that $d_{0}=\left\|x^{0}-x^{*}\right\|$.
Proof. It follows from Proposition 3.4 with $u=x^{*}$ and $\Gamma_{k} \leq f$ that

$$
\begin{equation*}
A_{k} f\left(y^{k}\right)+\frac{\beta_{k}}{4}\left\|x^{k}-x^{*}\right\|^{2} \leq A_{k} f^{*}+\frac{\beta_{k}}{2} d_{0}^{2}+\bar{\eta}_{k} \quad \forall k \geq 1 \tag{37}
\end{equation*}
$$

Since $A_{k}>0$ for any $k \geq 1$, inequality (37) clearly implies that (35) holds. From (37) we also obtain

$$
\left\|x^{k}-x^{*}\right\|^{2} \leq 2 d_{0}^{2}+\frac{4 \bar{\eta}_{k}}{\beta_{k}} \quad \forall k \geq 1
$$

and thus,

$$
\begin{equation*}
\left\|x^{k}-x^{*}\right\| \leq \sqrt{2} d_{0}+2 \sqrt{\frac{\bar{\eta}_{k}}{\beta_{k}}} \quad \forall k \geq 1 \tag{38}
\end{equation*}
$$

On the other hand, since $A_{0}=0$ and $A_{k}=\sum_{j=1}^{k}\left(A_{j}-A_{j-1}\right)$, the definition of $y^{k}$ in (20) gives

$$
y^{k}-x^{*}=\frac{1}{A_{k}} \sum_{j=1}^{k}\left(A_{j}-A_{j-1}\right)\left(x^{j}-x^{*}\right)
$$

which, combined with (38), implies that

$$
\begin{equation*}
\left\|y^{k}-x^{*}\right\| \leq \max _{1 \leq j \leq k}\left\|x^{j}-x^{*}\right\| \leq \sqrt{2} d_{0}+2 \max _{1 \leq j \leq k} \sqrt{\frac{\bar{\eta}_{j}}{\beta_{j}}} \quad \forall k \geq 1 \tag{39}
\end{equation*}
$$

Now, combining the definition of $\tilde{x}_{k}$ in (16) with (38) and (39), we have, for any $k \geq 1$,

$$
\left\|\tilde{x}^{k+1}-x^{*}\right\| \leq \frac{A_{k}}{A_{k+1}}\left\|y^{k}-x^{*}\right\|+\left(1-\frac{A_{k}}{A_{k+1}}\right)\left\|x^{k}-x^{*}\right\| \leq \sqrt{2} d_{0}+2 \max _{1 \leq j \leq k} \sqrt{\frac{\bar{\eta}_{j}}{\beta_{j}}}
$$

Therefore, (36) follows from (38), (39) and last inequality.
To end this section, we present a result on the radius sequence $\left\{R_{k}\right\}$ which will be important to analyze a particular instance of the APFA method.

Corollary 3.6. Let $\left\{R_{k}\right\}$ be generated by the APFA method and assume that $R_{1} \geq\left\|x_{r}^{1}-x^{0}\right\|$, where $x_{r}^{1}$ is the unique minimizer of (33). Then

$$
R_{k} \leq \frac{(4+\sqrt{2}) \tau+\sqrt{2}}{\tau-1}\left(\frac{2 \tau(\sqrt{2}+1)}{(4+\sqrt{2}) \tau+\sqrt{2}} d_{0}+\max _{1 \leq j \leq k-1} \sqrt{\frac{\bar{\eta}_{j}}{\beta_{j}}}\right) \quad \forall k \geq 2
$$

Proof. Let $x^{*} \in X^{*}$ be such that $d_{0}=\left\|x^{0}-x^{*}\right\|$. It follows from (36) and the triangle inequality that

$$
\left\|x^{0}-\tilde{x}^{k}\right\| \leq(\sqrt{2}+1) d_{0}+2 \max _{1 \leq j \leq k} \sqrt{\frac{\bar{\eta}_{j-1}}{\beta_{j-1}}} \quad \forall k
$$

Therefore, since $\tau>1$, for any $k \geq 2$, the definition of $R_{k}$ in (17) implies that

$$
\begin{aligned}
R_{k} & =\frac{2 \tau}{\tau-1}\left\|x^{0}-\tilde{x}^{k}\right\|+\frac{\tau+1}{\tau-1} \sqrt{\frac{2 \bar{\eta}_{k-1}}{\beta_{k-1}}} \\
& \leq \frac{2 \tau}{\tau-1}\left((\sqrt{2}+1) d_{0}+2 \max _{1 \leq j \leq k} \sqrt{\frac{\bar{\eta}_{j-1}}{\beta_{j-1}}}\right)+\frac{\tau+1}{\tau-1} \sqrt{\frac{2 \bar{\eta}_{k-1}}{\beta_{k-1}}}
\end{aligned}
$$

which implies the desired inequality.

## 4 An instance of the APFA method

In this section, we study the convergence rate of an instance of the APFA method. Basically, in this special version we specify the choices of the constant $\tau$ and the sequences $\left\{\beta_{k}\right\}$ and $\left\{\eta_{k}\right\}$.

## Specialized adaptive projection-free accelerated (S-APFA) method

This method is an instance of the APFA method with the constant $\tau$ and the sequences $\left\{\beta_{k}\right\}$ and $\left\{\eta_{k}\right\}$ defined by

$$
\begin{equation*}
\tau=\sqrt{3}, \quad \beta_{k}=k+1 \quad \forall k \geq 0, \quad \text { and } \quad \eta_{k}=\frac{R_{k}^{2}}{B} \quad \forall k \geq 1 \tag{40}
\end{equation*}
$$

where the positive constant $B$ satisfies

$$
\begin{equation*}
B>p:=\frac{(4 \sqrt{3}+\sqrt{6}+\sqrt{2})^{2}}{(\sqrt{3}-1)^{2}} \approx 218 . \tag{41}
\end{equation*}
$$

Clearly, there exist various options of choices for the constant $\tau$ and the sequences $\left\{\beta_{k}\right\}$ and $\left\{\eta_{k}\right\}$. The choices provided in the S-APFA method lead to optimal complexity bounds on the total number of outer and inner iterations for problem (2).

In view of the S-APFA method, we can prove a finer estimate of the radius sequence $\left\{R_{k}\right\}$.
Proposition 4.1. Consider the sequence $\left\{R_{k}\right\}$ generated by the $S$-APFA method and assume that $R_{1} \geq\left\|x_{r}^{1}-x^{0}\right\|$, where $x_{r}^{1}$ is the unique minimizer of (33). Then,

$$
\begin{equation*}
R_{k} \leq \frac{\sqrt{B p}}{\sqrt{2}(\sqrt{B}-\sqrt{p})}\left[\left(\sqrt{\frac{2}{p}}+1\right) d_{0}+\frac{R_{1}}{\sqrt{B}}\right] \quad \forall k \geq 2, \tag{42}
\end{equation*}
$$

Proof. Let us prove by induction that (42) holds. First, from the S-APFA method we have

$$
\begin{equation*}
\sqrt{B}>\sqrt{p}, \quad \bar{\eta}_{j}=\sum_{i=1}^{j} \eta_{i}=\sum_{i=1}^{j} \frac{R_{i}^{2}}{B} . \tag{43}
\end{equation*}
$$

Thus, it follows from Corollary 3.6 and definitions of $\tau$ and $p$ in the S-APFA method that

$$
R_{2} \leq \sqrt{\frac{p}{2}}\left[\left(\sqrt{\frac{2}{p}}+1\right) d_{0}+\frac{R_{1}}{\sqrt{B}}\right]
$$

which, combined with the fact $1<\sqrt{B} /(\sqrt{B}-\sqrt{p})$, implies that (42) trivially holds for $k=2$. Now, assume that (42) holds any $j \in\{2, \ldots, k\}$ for some $k \geq 2$. Since $\beta_{j}=j+1$, (43) implies that

$$
\frac{\bar{\eta}_{j}}{\beta_{j}}=\frac{1}{B(j+1)} \sum_{i=1}^{j} R_{i}^{2} \leq \frac{R_{1}^{2}}{2 B}+\frac{1}{B(j+1)} \sum_{i=2}^{j} R_{i}^{2} \leq \frac{R_{1}^{2}}{2 B}+\frac{\theta_{j}^{2}}{B} \quad \forall j \geq 2
$$

where $\theta_{j}=\max _{i \in\{2, \ldots, j\}} R_{i}$. Hence, from Corollary 3.6 and definitions of $\tau$ and $p$ in the S-APFA method, we have

$$
\begin{aligned}
R_{k+1} & \leq \sqrt{\frac{p}{2}}\left[\left(\sqrt{\frac{2}{p}}+1\right) d_{0}+\frac{R_{1}}{\sqrt{B}}+\sqrt{\frac{2}{B}} \max _{j \in\{2, \ldots, k\}} \theta_{j}\right] \\
& =\sqrt{\frac{p}{2}}\left[\left(\sqrt{\frac{2}{p}}+1\right) d_{0}+\frac{R_{1}}{\sqrt{B}}+\sqrt{\frac{2}{B}} \theta_{k}\right] .
\end{aligned}
$$

Observing that the induction assumption implies that $\theta_{k}$ is majorized by the right hand side of (42), it follows from the last inequality that

$$
\begin{aligned}
R_{k+1} & \leq \sqrt{\frac{p}{2}}\left[\left(\sqrt{\frac{2}{p}}+1\right) d_{0}+\frac{R_{1}}{\sqrt{B}}+\frac{\sqrt{p}}{(\sqrt{B}-\sqrt{p})}\left(\left(\sqrt{\frac{2}{p}}+1\right) d_{0}+\frac{R_{1}}{\sqrt{B}}\right)\right] \\
& =\sqrt{\frac{p}{2}}\left(\left(\sqrt{\frac{2}{p}}+1\right) \frac{\sqrt{B} d_{0}}{(\sqrt{B}-\sqrt{p})}+\frac{R_{1}}{(\sqrt{B}-\sqrt{p})}\right) .
\end{aligned}
$$

Hence, the induction proof follows easily from the last inequality.

In what follows, we present our main result on convergence rates of the S-APFA method.
Theorem 4.2. Consider the sequence $\left\{y^{k}\right\}$ generated by the $S$-APFA method and assume that $R_{1} \geq\left\|x_{r}^{1}-x^{0}\right\|$, where $x_{r}^{1}$ is the unique minimizer of (33). Then

$$
\begin{equation*}
f\left(y^{k}\right)-f^{*} \leq\left[1+2\left(\frac{\sqrt{2}+\sqrt{p}}{\sqrt{B}-\sqrt{p}}\right)^{2}\right]\left(d_{0}^{2}+\frac{R_{1}^{2}}{B}\right) \frac{25 L}{k^{2}} \quad \forall k \geq 1 . \tag{44}
\end{equation*}
$$

As consequence, if $B=4 p$ then

$$
f\left(y^{k}\right)-f^{*} \leq\left(d_{0}^{2}+\frac{R_{1}^{2}}{4 p}\right) \frac{86 L}{k^{2}} \quad \forall k \geq 1 .
$$

Proof. From the S-APFA method and Proposition 4.1, we have

$$
\begin{aligned}
\bar{\eta}_{k}=\sum_{i=1}^{k} \frac{R_{i}^{2}}{B} & \leq \frac{R_{1}^{2}}{B}+\frac{p}{2(\sqrt{B}-\sqrt{p})^{2}}\left[\left(1+\frac{\sqrt{2}}{\sqrt{p}}\right) d_{0}+\frac{R_{1}}{\sqrt{B}}\right]^{2}(k-1) \\
& \leq \frac{R_{1}^{2}}{B}+\frac{p}{(\sqrt{B}-\sqrt{p})^{2}}\left[\left(1+\frac{\sqrt{2}}{\sqrt{p}}\right)^{2} d_{0}^{2}+\frac{R_{1}^{2}}{B}\right](k-1),
\end{aligned}
$$

where the last inequality is due to $(a+b)^{2} \leq 2\left(a^{2}+b^{2}\right)$ for all $a, b \in \mathbb{R}$. Hence, using Theorem 3.5 and $\beta_{k}=k+1$, we conclude that

$$
\begin{aligned}
f\left(y^{k}\right)-f^{*} & \leq \frac{1}{2 A_{k}}\left[(k+1) d_{0}^{2}+2 \bar{\eta}_{k}\right] \\
& \leq \frac{1}{2 A_{k}}\left[(k+1) d_{0}^{2}+\frac{2 R_{1}^{2}}{B}+\frac{2 p}{(\sqrt{\bar{B}}-\sqrt{p})^{2}}\left(\left(1+\frac{\sqrt{2}}{\sqrt{p}}\right)^{2} d_{0}^{2}+\frac{R_{1}^{2}}{B}\right)(k-1)\right] \\
& \leq \frac{k+1}{2 A_{k}}\left[1+2\left(\frac{\sqrt{2}+\sqrt{p}}{\sqrt{B}-\sqrt{p}}\right)^{2}\right]\left(d_{0}^{2}+\frac{R_{1}^{2}}{B}\right),
\end{aligned}
$$

which, combined with the estimate of $A_{k}$ in Lemma A.2, implies (44). The second inequality of the proposition is an immediate consequence of first one and $B=4 p$.

Next result, we present a possible choice of $R_{1}$ which depends on $\nabla f\left(x^{0}\right)$. Moreover, we specialize Theorem 4.2 for this choice of $R_{1}$.

Corollary 4.3. Let $x_{r}^{1}$ be the unique minimizer of (33). Then, the following inequality holds

$$
\begin{equation*}
\left\|x_{r}^{1}-x^{0}\right\| \leq \frac{1}{4 L}\left\|\nabla f\left(x^{0}\right)\right\| . \tag{45}
\end{equation*}
$$

As a consequence, the $S$-APFA method with $R_{1}=\left\|\nabla f\left(x^{0}\right)\right\| / 4 L$ and $B=4 p$ generates a sequence $\left\{y^{k}\right\}$ satisfying

$$
f\left(y^{k}\right)-f^{*} \leq\left(d_{0}^{2}+\frac{\left\|\nabla f\left(x^{0}\right)\right\|^{2}}{64 p L^{2}}\right) \frac{86 L}{k^{2}} \quad \forall k \geq 1
$$

Proof. The first statement is proved in lemma B.1(a) of Appendix B. The second part follows directly from Theorem 4.2 and definition of $R_{1}$.

The following result establishes iteration-complexity bounds for the S-APFA method to obtain an approximate solution $y^{k}$, i.e., $f\left(y^{k}\right)-f^{*} \leq \varepsilon$, where $\varepsilon>0$ is a given tolerance.
Corollary 4.4. For a given tolerance $\varepsilon>0$, the $S$-APFA method with $R_{1}=\left\|\nabla f\left(x^{0}\right)\right\| / 4 L$ and $B=4 p$ generates a point $y^{k}$ satisfying $f\left(y^{k}\right)-f^{*} \leq \varepsilon$ in at most

$$
\begin{equation*}
\mathcal{O}\left(\sqrt{L d_{0}^{2}+\frac{\left\|\nabla f\left(x^{0}\right)\right\|^{2}}{L}} \frac{1}{\sqrt{\varepsilon}}\right), \quad \mathcal{O}\left(\left(L d_{0}^{2}+\frac{\left\|\nabla f\left(x^{0}\right)\right\|^{2}}{L}\right) \frac{1}{\varepsilon}\right) \tag{46}
\end{equation*}
$$

outer iterations and LO oracle calls, respectively.
Proof. The first bound in (46) follows immediately from the last statement of Corollary 4.3. Now, by Proposition 2.1, we obtain that the total number of LO oracle calls up to the $k^{t h}$ outer iteration of the S-APFA method can be bounded by

$$
\sum_{i=1}^{k}\left(\frac{24 \beta_{i} R_{i}^{2}}{\eta_{i}}+1\right)=\sum_{i=1}^{k}[24 B(i+1)+1]=12 B k(k+3)+k=\mathcal{O}\left(k^{2}\right)
$$

Therefore, the second bound in (46) follows from the first one and the last conclusion.

## 5 Approximate solution and a procedure for obtaining $R_{1}$

In this section, we discuss a notion of approximate solution that naturally generalizes the concept of solution of an optimization problem. We show that the S-APFA method generates an approximate solution, which can easily be verified during the process of the method. We also present a procedure which is capable of controlling the size of $\nabla f\left(x^{0}\right)$ when compared to $d_{0}$, which is an interesting property used to obtain a better estimate of our iteration-complexity results.

Definition 5.1. Given $\rho, \epsilon>0$, we say that $z \in X$ is a $(\rho, \epsilon)$-solution of problem (2) if and only if there exists $v \in \partial_{\epsilon}\left(f+\mathcal{I}_{X}\right)(z)$ such that $\|v\| \leq \rho$.

Note that any solution of problem (2) is a ( $\rho, \epsilon$ )-solution of (2) for any $\rho, \epsilon>0$. Therefore, the above definition is consistent with the concept of approximate solution.

Proposition 5.2. Consider the APFA method and assume that $R_{1} \geq\left\|x_{r}^{1}-x^{0}\right\|$, where $x_{r}^{1}$ is the unique minimizer of (33). Then, for every $k \geq 1, y^{k}$ is a $\left(\rho_{k}, \epsilon_{k}\right)$-solution of (2), where ( $\rho_{k}, \varepsilon_{k}$ ) is computed as

$$
\begin{gathered}
\rho_{k}:=\frac{\beta_{k}}{A_{k}}\left[\left(\frac{\sqrt{2}}{2}+1\right)\left\|y^{k}-x^{0}\right\|+\frac{1}{2}\left\|y^{k}-x^{k}\right\|+\sqrt{\frac{\bar{\eta}_{k}}{\beta_{k}}}\right], \\
\varepsilon_{k}:=\frac{\beta_{k}}{2 A_{k}}\left\|y^{k}-x^{0}\right\|^{2}-\frac{\beta_{k}}{4 A_{k}}\left\|y^{k}-x^{k}\right\|^{2}+\frac{\bar{\eta}_{k}}{A_{k}} .
\end{gathered}
$$

Proof. First, let the auxiliary quadratic convex function $q_{k}: \mathbb{E} \rightarrow \mathbb{R}$ be defined as

$$
\begin{equation*}
q_{k}(u)=A_{k}\left(\Gamma_{k}(u)-f\left(y^{k}\right)\right)+\frac{\beta_{k}}{2}\left\|u-x^{0}\right\|^{2}-\frac{\beta_{k}}{4}\left\|u-x^{k}\right\|^{2}+\bar{\eta}_{k} \quad \forall u \in X \tag{47}
\end{equation*}
$$

and let $w^{k}$ be its minimizer over $X$. Hence, we obtain for any $u \in X$,

$$
\begin{align*}
A_{k}\left(\Gamma_{k}(u)-f\left(y^{k}\right)\right) & =q_{k}(u)+\frac{\beta_{k}}{4}\left\|u-x^{k}\right\|^{2}-\frac{\beta_{k}}{2}\left\|u-x^{0}\right\|^{2}-\bar{\eta}_{k} \\
& \geq q_{k}\left(w^{k}\right)+\frac{\beta_{k}}{4}\left\|u-w^{k}\right\|^{2}+\frac{\beta_{k}}{4}\left\|u-x^{k}\right\|^{2}-\frac{\beta_{k}}{2}\left\|u-x^{0}\right\|^{2}-\bar{\eta}_{k}  \tag{48}\\
& \geq g_{k}(u):=\frac{\beta_{k}}{4}\left\|u-w^{k}\right\|^{2}+\frac{\beta_{k}}{4}\left\|u-x^{k}\right\|^{2}-\frac{\beta_{k}}{2}\left\|u-x^{0}\right\|^{2}-\bar{\eta}_{k},
\end{align*}
$$

where the second inequality is due to the fact that $q_{k}\left(w^{k}\right) \geq 0$ (see Proposition 3.4 with $u=w^{k}$ ). Now, let

$$
v^{k}:=\frac{\nabla g_{k}\left(y^{k}\right)}{A_{k}}, \quad \mu_{k}:=-\frac{g_{k}\left(y^{k}\right)}{A_{k}} .
$$

Hence, since $\Gamma_{k} \leq f$ and $g_{k}$ is affine, it follows from (48) and the first order Taylor expansion of $g_{k}$ at $y^{k}$ that

$$
f(u)-f\left(y^{k}\right) \geq\left\langle v^{k}, u-y^{k}\right\rangle-\mu_{k} \quad \forall u \in X,
$$

which implies that

$$
\begin{equation*}
v^{k} \in \partial_{\mu_{k}}\left(f+\mathcal{I}_{X}\right)\left(y^{k}\right) . \tag{49}
\end{equation*}
$$

Now, observe that from (48) with $u=y^{k}$ and $\Gamma_{k} \leq f$, we easily have

$$
A_{k} \varepsilon_{k} \geq A_{k} \mu_{k}=\frac{\beta_{k}}{2}\left\|y^{k}-x^{0}\right\|^{2}-\frac{\beta_{k}}{4}\left\|y^{k}-w^{k}\right\|^{2}-\frac{\beta_{k}}{4}\left\|y^{k}-x^{k}\right\|^{2}+\bar{\eta}_{k} \geq 0
$$

Hence,

$$
\left\|y^{k}-w^{k}\right\|^{2} \leq 2\left\|y^{k}-x^{0}\right\|^{2}-\left\|y^{k}-x^{k}\right\|^{2}+\frac{4 \bar{\eta}_{k}}{\beta_{k}},
$$

which implies that

$$
\begin{equation*}
\left\|y^{k}-w^{k}\right\| \leq \sqrt{2}\left\|y^{k}-x^{0}\right\|+2 \sqrt{\frac{\overline{\eta_{k}}}{\beta_{k}}} \tag{50}
\end{equation*}
$$

On the other hand, from the definition of $v^{k}$ it is immediate to see that

$$
\left\|v^{k}\right\|=\frac{\beta_{k}}{A_{k}}\left\|\frac{1}{2}\left(y^{k}-x^{k}+y^{k}-w^{k}\right)+x^{0}-y^{k}\right\| \leq \frac{\beta_{k}}{A_{k}}\left(\frac{1}{2}\left\|y^{k}-x^{k}\right\|+\frac{1}{2}\left\|y^{k}-w^{k}\right\|+\left\|y^{k}-x^{0}\right\|\right),
$$

which, combined with (50), implies that $\left\|v^{k}\right\| \leq \rho_{k}$. Therefore, since $\mu_{k} \leq \epsilon_{k}$, the lemma follows from (49) and definition 5.1.

In the following theorem, we present an iteration-complexity result for the S-APFA method .
Theorem 5.3. Consider the $S$-APFA method with some $R_{1} \geq\left\|x_{r}^{1}-x^{0}\right\|$, where $x_{r}^{1}$ is the unique minimizer of (33). For a given tolerance pair $(\rho, \varepsilon) \in \mathbb{R}_{++}^{2}$, the $S$-APFA method certifies that an iterate $y^{k}$ is a $(\rho, \varepsilon)$-solution of (2) in at most

$$
\begin{equation*}
\mathcal{O}\left(\sqrt{L} \max \left\{\frac{\sqrt{d_{0}+R_{1}}}{\sqrt{\rho}}, \frac{d_{0}+R_{1}}{\sqrt{\varepsilon}}\right\}\right), \quad \mathcal{O}\left(L \max \left\{\frac{d_{0}+R_{1}}{\rho}, \frac{\left(d_{0}+R_{1}\right)^{2}}{\varepsilon}\right\}\right) \tag{51}
\end{equation*}
$$

outer iterations and LO oracle calls, respectively.
Proof. Let $x^{*} \in X^{*}$ be such that $d_{0}=\left\|x^{0}-x^{*}\right\|$, and $\rho_{k}$ and $\varepsilon_{k}$ as defined in Proposition 5.2. Note that, if $\rho_{k} \leq \rho$ and $\varepsilon_{k} \leq \varepsilon$, then combining Proposition 5.2 and definition 5.1, we have $y^{k}$ is a $(\rho, \varepsilon)$-solution of (2). Therefore, let us first estimate $\rho_{k}$ and $\varepsilon_{k}$. Using the triangle inequality and (36), we obtain

$$
\left\|x^{0}-y^{k}\right\| \leq d_{0}+\left\|y^{k}-x^{*}\right\| \leq(\sqrt{2}+1) d_{0}+2 \max _{1 \leq j \leq k} \sqrt{\frac{\bar{\eta}_{j}}{\beta_{j}}}
$$

and

$$
\left\|y^{k}-x^{k}\right\| \leq\left\|y^{k}-x^{*}\right\|+\left\|x^{*}-x^{k}\right\| \leq 2 \sqrt{2} d_{0}+4 \max _{1 \leq j \leq k} \sqrt{\frac{\bar{\eta}_{j}}{\beta_{j}}}
$$

which imply that

$$
\begin{gather*}
\rho_{k} \leq \frac{7 \beta_{k}}{A_{k}}\left(d_{0}+\max _{1 \leq j \leq k} \sqrt{\frac{\bar{\eta}_{j}}{\beta_{j}}}\right)  \tag{52}\\
\varepsilon_{k} \leq \frac{\beta_{k}}{2 A_{k}}\left\|y^{k}-x^{0}\right\|^{2}+\frac{\bar{\eta}_{k}}{A_{k}} \leq \frac{7 \beta_{k}}{A_{k}}\left(d_{0}^{2}+\max _{1 \leq j \leq k} \frac{\bar{\eta}_{j}}{\beta_{j}}\right) . \tag{53}
\end{gather*}
$$

From the definition of $\bar{\eta}_{j}, \beta_{j}=j+1$ and Propostion 4.1 we see that there exists $c_{1}>0$ such that

$$
\frac{\bar{\eta}_{j}}{\beta_{j}}=\frac{1}{B(j+1)} \sum_{i=1}^{j} R_{i}^{2} \leq \frac{R_{1}^{2}}{2 B}+\frac{1}{B(j+1)} \sum_{i=2}^{j} R_{i}^{2} \leq c_{1}\left(R_{1}^{2}+d_{0}^{2}\right) .
$$

Combining the last inequality, (52), (53) and Lemma A.2, we obtain $c_{2}>0$

$$
\rho_{k} \leq \frac{L c_{2}}{k^{2}}\left(d_{0}+R_{1}\right), \quad \varepsilon_{k} \leq \frac{L c_{2}}{k^{2}}\left(d_{0}^{2}+R_{1}^{2}\right)
$$

which implies that in at most

$$
\mathcal{O}\left(\sqrt{L} \max \left\{\frac{\sqrt{d_{0}+R_{1}}}{\sqrt{\rho}}, \frac{d_{0}+R_{1}}{\sqrt{\varepsilon}}\right\}\right)
$$

outer iteration, the iterate $y^{k}$ is a $(\rho, \varepsilon)$-solution of (2). Now, note that Proposition 2.1 implies that the total number of LO oracle calls up to the $k^{\text {th }}$ outer iteration of the S-APFA method can be bounded by

$$
\sum_{i=1}^{k}\left(\frac{24 \beta_{i} R_{i}^{2}}{\eta_{i}}+1\right)=\sum_{i=1}^{k}(24 B(i+1)+1)=12 B k(k+3)+k=\mathcal{O}\left(k^{2}\right)
$$

Therefore, the second bound in (51) follows from the first one, which concludes the proof.

In the remaining part of this section, we focus our attention on refining the initial radius $R_{1}=\left\|\nabla f\left(x^{0}\right)\right\| /(4 L)$ given in Corollary 4.3. Our goal is to keep $R_{1} / d_{0}$ relatively small. For this, we present a procedure which needs the following set

$$
\begin{equation*}
Z(R):=\left\{z \in X \cap B\left(x^{0}, R\right):\left\langle\frac{\nabla f\left(x^{0}\right)}{2 L}+2\left(z-x^{0}\right), u-z\right\rangle \geq-\frac{R^{2}}{M_{1}} \quad \forall u \in X \cap B\left(x^{0}, R\right)\right\} \tag{54}
\end{equation*}
$$

where $R, M_{1}>0$.
Remark 5.4. Observe that, in view of Proposition 2.1, the CondG method applied for solving problem (5) with $g=\nabla f\left(x^{0}\right) /(2 L)$ and $c=2$ computes a point $z \in Z(R)$ by performing no more than $\mathcal{O}\left(M_{1}\right) L O$ oracle calls.
Procedure 5.5. Let scalars $\rho, \epsilon>0$ and $M_{1}>2$ be given and set

$$
\begin{equation*}
\delta:=\min \left\{\frac{\rho}{4 L}, \frac{\epsilon}{\left\|\nabla f\left(x^{0}\right)\right\|}\right\}, \quad R:=\frac{\left\|\nabla f\left(x^{0}\right)\right\|}{8 L} . \tag{55}
\end{equation*}
$$

Step 1 Compute $z \in Z(R)$ using the Cond $G$ method, where $Z(R)$ is defined in $(54)$; if $\left\|z-x^{0}\right\| \geq$ $R / 2$, output $R_{1}:=2 R$ and stop; else, if $R \leq \delta$, declare " $x^{0}$ is a $(\rho, \epsilon)$-solution of (2)" and stop;

Step 2 set $R:=R / 2$ and go to Step 1.
end
Next proposition shows that our goal to refine $R_{1}$ depending on $d_{0}$ is achieved, apart from the unlikely situation in which $x^{0}$ be already a $(\rho, \epsilon)$-solution of problem (2). The proof of the next proposition will be presented in Appendix B.
Proposition 5.6. Assume that Procedure 5.5 computes all the iterates $z \in Z(R)$ via the Cond $G$ method. Then, in at most

$$
\begin{equation*}
\mathcal{O}\left(M_{1}\left[1+\log _{2} \frac{\left\|\nabla f\left(x^{0}\right)\right\|}{8 L \delta}\right]\right) \tag{56}
\end{equation*}
$$

$L O$ oracle calls, Procedure 5.5 either certifies that the iterate $x^{0}$ is a $(\rho, \epsilon)$-solution of problem (2) or outputs $R_{1}$ satisfying

$$
\begin{equation*}
\left\|x_{r}^{1}-x^{0}\right\| \leq R_{1} \leq \frac{8 \sqrt{2 M_{1}}}{\sqrt{2 M_{1}}-2} d_{0} \tag{57}
\end{equation*}
$$

where $x_{r}^{1}$ is the unique minimizer of (33) and $\delta$ is defined in (55).
Next theorem summarizes the complexity results of the S-APFA method when Procedure 5.5 is used to compute $R_{1}$. We also show that it generates and certifies an approximate solution.
Theorem 5.7. Let a tolerance pair $(\rho, \varepsilon) \in \mathbb{R}_{++}^{2}$ be given and $\delta$ as defined in (55). If the $S-A P F A$ method use Procedure 5.5 to compute $R_{1}$, then an iterate $y^{k}$ is certified to be $a(\rho, \varepsilon)$-solution in at most

$$
\mathcal{O}\left(\sqrt{L} \max \left\{\frac{\sqrt{d_{0}}}{\sqrt{\rho}}, \frac{d_{0}}{\sqrt{\varepsilon}}\right\}\right), \quad \mathcal{O}\left(L \max \left\{\frac{d_{0}}{\rho}, \frac{d_{0}^{2}}{\varepsilon}\right\}+M_{1}\left(1+\log _{2} \frac{\left\|\nabla f\left(x^{0}\right)\right\|}{8 L \delta}\right)\right)
$$

outer iterations and LO oracle calls, respectively.
Proof. First, note that if the second stopping criterion of Procedure 5.5 is satisfied, then the result trivially follows from Proposition 5.6 and the fact that $y^{0}=x^{0}$. Otherwise, Procedure 5.5 output $R_{1}$ and then the proof follows directly from Theorem 5.3 and Proposition 5.6.

## 6 Numerical experiments

The main purpose of this section is to illustrate the performance of the S-APFA to solve quadratic programming (QP) problems over the cone of $n \times n$ symmetric positive semidefinite matrices $S_{n}^{+}$. More specifically, let a linear operator $\mathcal{A}: \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{m}$ and $b \in \mathbb{R}^{m}$ be given, the problem of our interest is

$$
\begin{equation*}
\min _{x \in S_{n}^{+}} \frac{1}{2}\|\mathcal{A} x-b\|_{2}^{2} \tag{58}
\end{equation*}
$$

The computational results were obtained using MATLAB R2016b on a 3.5 GHz intel Core i5 computer with 8 GB of RAM and OS X system. In our experiment, the linear operator $\mathcal{A}: \mathbb{R}^{n \times n} \rightarrow$ $\mathbb{R}^{m}$ is sparse with entries uniformly distributed over $[0,1]$, and the total number of nonzero entries is specified by the density parameter $d$. The vector $b \in \mathbb{R}^{m}$ was obtained as $b=\mathcal{A} s$, where $s:=c^{T} c$ and the entries of the matrix $c \in \mathbb{R}^{n \times n}$ is uniformly distributed over $[0,1]$. Thus, for each instance, the optimal value is 0 and $s$ is a solution. We specify the four problems studied in Table 1.

Table 1: Instances for the QP problems

| Instances | n | m | d | Instances | n | m | d |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| QP 1 | 2500 | 500 | $1 \mathrm{e}-4$ | QP 3 | 7500 | 1500 | $1 \mathrm{e}-5$ |
| QP 2 | 5000 | 1000 | $1 \mathrm{e}-4$ | QP 4 | 10000 | 2000 | $1 \mathrm{e}-5$ |

In the implementation of the S-APFA method, we set $x^{0}=0, R_{1}=\left\|\nabla f\left(x^{0}\right)\right\| / 4 L$ (see Corollary 4.3) and $B=220$. The Lipschitz constant $L$ was estimated using the power iteration method. Note that (18) is equivalent to

$$
\begin{equation*}
\left\langle w^{+}-x^{+}, u-x^{+}\right\rangle \leq \eta^{+} / \beta^{+} \quad \forall u \in X \cap B\left(x^{0}, R_{+}\right), \tag{59}
\end{equation*}
$$

where $w^{+}=x^{0}-A^{+} \nabla \Gamma^{+} / \beta^{+}$, i.e., $x^{+}$is an approximate projection of $w^{+}$on $X \cap B\left(x^{0}, R_{+}\right)$. At each outer iteration, the right-hand side of the inequality in (59) was replaced by $\max \left\{1, \eta^{+} / \beta^{+}\right\}$ to avoid an excessive number of inner iterations, and $z_{1}$ as in Step 2 of the APFA method was set as

$$
z^{1}=\frac{R_{+}\left(w^{+}-\lambda_{\min } I\right)}{\max \left\{R_{+},\left\|w^{+}-\lambda_{\min } I\right\|_{F}\right\}},
$$

where $\lambda_{\text {min }}$ is the smallest eigenvalue of $w^{+}$and $\|\cdot\|_{F}$ denotes the Frobenius Norm. Note that $z_{1}$ is the projection of the positive semidefinite matrix $\tilde{w}^{+}:=w^{+}-\lambda_{\text {min }} I$ onto $B\left(x^{0}, R_{+}\right)$.

For comparison purpose, we run the accelerated projected gradient (APG) method corresponding to the variant of the PFA method in which projections onto the feasible set $X$ are computed exactly, i.e., the iterate $x^{+}$in Step 2 of the PFA method is replaced by the exact solution of (9). Note that, in this case, the assumption on the boundedness of $X$ required in Section 2.2 is not necessary. We are also interested in analyzing the behavior of the S-APFA method to obtain a $(\rho, \epsilon)$-solution (see Definition 5.1). For this, we considered ( $\rho_{k}, \epsilon_{k}$ ) as defined in Proposition 5.2.

Table 2 shows the performance of S-APFA and APG methods for solving the four QP problems described in Table 1. In Table 2, "Outer" and "Inner" are the total numbers of outer and inner iterations, respectively, "Time" is the CPU time in seconds and " $f\left(y^{k}\right)$ " is the value of the objective function at the final iterate $y^{k}$.

Table 2: Perfomance of the S-APFA and APG methods for solving QPs 1-4.

|  |  | $f\left(y^{k}\right)-f^{*} \leq 10^{-2}$ |  |  |  | $\max \left\{\rho_{k} / \rho_{0}, \epsilon_{k} / \epsilon_{0}\right\} \leq 10^{-1}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | S-APFA |  |  | APG |  | S-APFA |  |  |  |
| Prob. | $f\left(y^{0}\right)$ | Outer | Inner | Time | Outer | Time | Outer | Inner | Time | $f\left(y^{k}\right)$ |
| QP 1 | 59.26 | 65 | 184 | 41.90 | 28 | 56.56 | 87 | 250 | 62.50 | $4.2 e-3$ |
| QP 2 | 16.59 | 57 | 114 | 297.10 | 22 | 341.77 | 62 | 124 | 352.00 | $4.0 e-3$ |
| QP 3 | 33.38 | 80 | 223 | 409.61 | 26 | 1338.21 | 86 | 241 | 487.74 | $5.2 e-3$ |
| QP 4 | 15.32 | 61 | 122 | 837.82 | 21 | 2301.90 | 70 | 140 | 940,41 | $3.9 e-3$ |

From Table 2, we can see that the S-APFA method performed well for all instances of QP problems considered and our stopping criterion based on $(\rho, \epsilon)$-solution is reliable and suitable if there is no knowledge of the optimal value $f^{*}$. Moreover, a relatively low accuracy in the $(\rho, \epsilon)$-stopping criterion implied a considerable accuracy for the primal gap $f\left(y^{k}\right)-f^{*}$ (recall that $f^{*}=0$ ). We also see that the S-APFA method required more outer iterations than the APG method to approximately solve (58). However, the latter method was much more time consuming than the former. The main reason is that at each iteration of the APG method demands to compute the exact solution of the projection subproblem (9), which requires the computation of the complete eigenvalue decomposition of a large matrix, whereas each subproblem of the CondG method requires to compute only its leading singular vector. The latter requirement is usually much less computationally expensive (see, for example, $[10,8]$ for more details). Therefore, we can conclude that the S-APFA method is suitable for solving large scale instances of the QP problem (58), being very competitive with other accelerated gradient schemes.

## Appendix

## A Properties of the sequences $\left\{A_{k}\right\}$

In this section, we establish some properties on the sequences $\left\{A_{k}\right\}$ defined in the PFA and S-APFA methods.

Lemma A.1. Consider the sequence $\left\{A_{k}\right\}$ generated by the PFA method, then

$$
\begin{equation*}
A_{k} \geq \frac{(k+1) k^{2}}{9 L} \tag{60}
\end{equation*}
$$

Proof. It is easy to check that (60) holds for $k=1$. Assume that (60) holds for some $k \geq 1$, we will now prove by induction that this estimate also holds for $k+1$. From the update formula for $A_{k+1}$, the induction assumption and $\beta_{k}=k+1$ we obtain

$$
\begin{aligned}
9 L A_{k+1} & =9 L A_{k}+\frac{9}{2} \beta_{k}+\frac{9}{2} \sqrt{\beta_{k}^{2}+4 L \beta_{k} A_{k}} \\
& \geq(k+1)\left(k^{2}+\frac{9}{2}+3 k\right) \\
& \geq(k+1)^{2}(k+2)
\end{aligned}
$$

It follows from the previous estimates that (60) holds for $k+1$, completing the proof.

Lemma A.2. Consider the sequence $\left\{A_{k}\right\}$ generated by the $S$-APFA method, then

$$
\begin{equation*}
A_{k} \geq \frac{(k+1) k^{2}}{50 L} \quad \forall k \geq 1 \tag{61}
\end{equation*}
$$

Proof. Using a root-finding algorithm, we obtain the first 10 terms of the sequence $\left\{A_{k}\right\}$ in the S-APFA method multiplied by $L$ are $0.5,0.8106,1.3104,2.1021,3.3328,5.2040,7.9761,11.9669$, 17.5428 and 25.1050 , which trivially imply that (61) holds for $k=1, \ldots, 10$. Now, assume that (61) holds for some $k-1$ with $k \geq 10$, we are going to prove by induction that this estimate also holds for $k$. Let us define

$$
P(x)=\frac{1}{2}\left(\frac{x}{x-A_{k-1}}\right)^{2}-\frac{L x}{k}, \quad \bar{A}=\frac{(k+1) k^{2}}{50 L} .
$$

By using simple calculus, we obtain

$$
P(\bar{A}) \geq \frac{1}{2}\left(\frac{(k+1) k}{3 k-1}\right)^{2}-\frac{k(k+1)}{50} \geq \frac{1}{18}(k+1)^{2}-\frac{1}{50} k(k+1) .
$$

Since the last term above is greater than 3 for all $k \geq 9$, we have $P(\bar{A}) \geq 3$. From the updating formula of $\left\{A_{k}\right\}$ in the S-APFA method, we see that $A_{k}$ is the unique solution of $P(x)=3$ in $] A_{k-1}, \infty[$. Now, from the fact that $P$ is decreasing in this interval and $P(\bar{A}) \geq 3$, we obtain $A_{k} \geq \bar{A}$ which concludes the induction proof.

## B Proof of Proposition 5.6

Our goal in this section is to establish Proposition 5.6. For this, let us first observe that for the S-APFA method the auxiliary point $x_{r}^{1}$ as defined in Proposition 3.4 becomes

$$
\begin{equation*}
x_{r}^{1}=\underset{x \in X}{\operatorname{argmin}}\left\{\Psi_{1}(u):=\frac{1}{2 L} l_{f}\left(u, x^{0}\right)+\left\|u-x^{0}\right\|^{2}\right\} . \tag{62}
\end{equation*}
$$

In the following, we present two auxiliary results.
Lemma B.1. Let $x_{r}^{1}$ be as defined in (62). Then, the following hold
a) $\left\|x_{r}^{1}-x^{0}\right\| \leq \min \left\{2 d_{0}, \frac{1}{4 L}\left\|\nabla f\left(x^{0}\right)\right\|\right\}$;
b) $4 L\left(x^{0}-x_{r}^{1}\right) \in \partial_{\mu_{1}}\left(f+\mathcal{I}_{X}\right)\left(x^{0}\right)$, where $\mu_{1}:=\left\langle\nabla f\left(x^{0}\right), x^{0}-x_{r}^{1}\right\rangle$.

Proof. Using the first order optimality condition for problem (62), we have

$$
\begin{equation*}
\left\langle\frac{1}{2 L} \nabla f\left(x^{0}\right)+2\left(x_{r}^{1}-x^{0}\right), u-x_{r}^{1}\right\rangle \geq 0 \quad \forall u \in X . \tag{63}
\end{equation*}
$$

By taking $u=x^{0}$ in the previous inequality, we obtain $\left\|x_{r}^{1}-x^{0}\right\|^{2} \leq\left\langle\nabla f\left(x^{0}\right), x^{0}-x_{r}^{1}\right\rangle / 4 L$, which, combined with Cauchy-Schwarz inequality, yields

$$
\begin{equation*}
\left\|x_{r}^{1}-x^{0}\right\| \leq\left\|\nabla f\left(x^{0}\right)\right\| /(4 L) . \tag{64}
\end{equation*}
$$

Now, let $x^{*} \in X^{*}$ be such that $d_{0}=\left\|x^{0}-x^{*}\right\|$. Since $\Psi_{1}$ is strongly convex and $x_{r}^{1}$ is its minimizer over $X$, we have

$$
\begin{align*}
\Psi_{1}\left(x^{*}\right) & \geq \Psi_{1}\left(x_{r}^{1}\right)+\left\|x^{*}-x_{r}^{1}\right\|^{2} \\
& =\frac{1}{2 L}\left(l_{f}\left(x_{r}^{1}, x^{0}\right)+\frac{L}{2}\left\|x_{r}^{1}-x^{0}\right\|^{2}\right)+\left\|x^{*}-x_{r}^{1}\right\|^{2}  \tag{65}\\
& \geq \frac{1}{2 L} f\left(x_{r}^{1}\right)+\left\|x^{*}-x_{r}^{1}\right\|^{2},
\end{align*}
$$

where the last inequality is due to (4). On the other hand, since $l_{f}\left(\cdot, x^{0}\right) \leq f$, it follows from the definition of $\Psi_{1}$ that $\Psi_{1}\left(x^{*}\right) \leq f\left(x^{*}\right) / 2 L+d_{0}^{2}$, and then (65) implies that

$$
\frac{1}{2 L} f\left(x^{*}\right)+d_{0}^{2} \geq \frac{1}{2 L} f\left(x_{r}^{1}\right)+\left\|x^{*}-x_{r}^{1}\right\|^{2}
$$

Thus, since $f\left(x^{*}\right) \leq f\left(x_{r}^{1}\right)$ we obtain $\left\|x^{*}-x_{r}^{1}\right\| \leq d_{0}$, which implies by the triangle inequality that $\left\|x_{r}^{1}-x^{0}\right\| \leq 2 d_{0}$. Therefore, (a) follows by combining the last inequality with (64).

Now let us prove that (b) holds. It follows from (63) that, for any $u \in X$,

$$
\left\langle\nabla f\left(x^{0}\right)+4 L\left(x_{r}^{1}-x^{0}\right), u-x^{0}\right\rangle \geq\left\langle\nabla f\left(x^{0}\right), x_{r}^{1}-x^{0}\right\rangle+4 L\left\|x_{r}^{1}-x^{0}\right\|^{2},
$$

which implies from the definition of $\mu_{1}$ and by letting $v:=4 L\left(x^{0}-x_{r}^{1}\right)$ that

$$
\left\langle\nabla f\left(x^{0}\right), u-x^{0}\right\rangle \geq\left\langle v, u-x^{0}\right\rangle-\mu_{1} \quad \forall u \in X .
$$

Therefore, from the previous estimate and the convexity of $f$, we obtain

$$
f(u)-f\left(x^{0}\right) \geq\left\langle v, u-x^{0}\right\rangle-\mu_{1} \quad \forall u \in X
$$

which trivially implies that (b) holds.
Lemma B.2. Let $M_{1}>2, R>0$ and $z \in Z(R)$ be given, where $Z(R)$ is defined in (54). Consider $x_{r}^{1}$ as defined in (62). Then,
a) if $\left\|z-x^{0}\right\| \geq R / 2$ then $R \leq \frac{4 \sqrt{2 M_{1}}}{\sqrt{2 M_{1}}-2} d_{0}$;
b) if $\left\|z-x^{0}\right\| \leq R / 2$ then $x_{r}^{1} \in B\left(x^{0}, R\right)$.

Proof. First, let us consider the auxiliary point

$$
\begin{equation*}
z_{R}:=\underset{u \in X \cap B\left(x^{0}, R\right)}{\operatorname{argmin}} \Psi_{1}(u), \tag{66}
\end{equation*}
$$

where $\Psi_{1}$ is defined in (62). Since $\Psi_{1}$ is a quadratic function and $z \in Z(R)$, we have

$$
\begin{aligned}
\Psi_{1}\left(z_{R}\right) & \geq \Psi_{1}(z)-\frac{R^{2}}{M_{1}}+\left\|z_{R}-z\right\|^{2} \\
& \geq \Psi_{1}\left(z_{R}\right)+\left\|z_{R}-z\right\|^{2}-\frac{R^{2}}{M_{1}}+\left\|z_{R}-z\right\|^{2}
\end{aligned}
$$

where in the last inequality we also applied the first order optimality condition for $z_{R}$. Hence, from the previous estimate, we obtain

$$
\begin{equation*}
\left\|z_{R}-z\right\| \leq R / \sqrt{2 M_{1}} \tag{67}
\end{equation*}
$$

For proving (a), first note that using $\left\|z-x^{0}\right\| \geq R / 2$ and (67), we obtain

$$
\left\|z_{R}-x^{0}\right\| \geq\left\|z-x^{0}\right\|-\left\|z_{R}-z\right\| \geq \frac{R}{2}-\frac{R}{\sqrt{2 M_{1}}}=\frac{\left(\sqrt{2 M_{1}}-2\right) R}{2 \sqrt{2 M_{1}}}
$$

which implies that

$$
R \leq \frac{2 \sqrt{2 M_{1}}}{\sqrt{2 M_{1}}-2}\left\|z_{R}-x^{0}\right\| .
$$

On the other hand, from the definition of $x_{r}^{1}$ and $z_{R}$ we easily see that

$$
\left\|z_{R}-x^{0}\right\| \leq\left\|x_{r}^{1}-x^{0}\right\| .
$$

Therefore, statement (a) follows now from the last two inequalities and Proposition B.1(a).
Now, let us prove (b). Combining (67) with $\left\|z-x^{0}\right\| \leq R / 2$ and $M_{1}>2$, we have

$$
\left\|z_{R}-x^{0}\right\| \leq\left\|z_{R}-z\right\|+\left\|z-x^{0}\right\| \leq \frac{R}{\sqrt{2 M_{1}}}+\frac{R}{2}<R
$$

Thus, $z_{R}$ is an interior point of convex set $X \cap B\left(x^{0}, R\right)$. Hence, since $\Psi_{1}$ is convex, it follows from the definition of $x_{r}^{1}$ and $z_{R}$ that $x_{r}^{1}=z_{R}$, which implies that $x_{r}^{1} \in B\left(x^{0}, R\right)$.

We are now ready to prove Proposition 5.6.
Proof of Proposition 5.6. It is easy to see that the number of execution of the CondG method in Procedure 5.5 is at most

$$
1+\log _{2} \frac{\left\|\nabla f\left(x^{0}\right)\right\|}{8 L \delta}
$$

Therefore, (56) follows now from Proposition 2.1 (see also Remark 5.4).
Let us prove that if the second stopping criterion of Procedure 5.5 holds, then in fact $x^{0}$ is a $(\rho, \epsilon)$-solution of (2). Indeed, the last computed $R$ and $z \in Z(R)$ are such that $\left\|z-x^{0}\right\| \leq R / 2$ and $R \leq \delta$. As a consequence, it follows from Lemma B.2(b) that $\left\|x_{r}^{1}-x^{0}\right\| \leq \delta$. Hence, letting $v:=4 L\left(x^{0}-x_{r}^{1}\right)$ and $\mu_{1}:=\left\langle\nabla f\left(x^{0}\right), x^{0}-x_{r}^{1}\right\rangle$, Lemma B.1(b) implies that $v \in \partial_{\mu_{1}}\left(f+\mathcal{I}_{X}\right)\left(x^{0}\right)$. Therefore, since $\|v\| \leq 4 L \delta \leq \rho$ and $\mu_{1} \leq\left\|\nabla f\left(x^{0}\right)\right\| \delta \leq \epsilon$, the statement of the Proposition about $x^{0}$ follows. Now, assume that Procedure 5.5 output $R_{1}$. It is easy to see that the computed $z \in Z\left(R_{1} / 2\right)$ satisfies $\left\|z-x^{0}\right\| \geq R_{1} / 4$, and then the second inequality in (57) follows from Lemma B.2(a) with $R=R_{1} / 2$. On the other hand, if Procedure 5.5 stop in the first iteration, then the first inequality in (57) follows from Lemma B.1(a), otherwise, as the computed $z \in Z\left(R_{1}\right)$ satisfies $\left\|z-x^{0}\right\| \leq R_{1} / 2$, the desired inequality follows from Lemma B.2(b) with $R=R_{1}$.
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