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Abstract

This paper proposes and analyzes an inexact variant of the proximal generalized alternating
direction method of multipliers (ADMM) for solving separable linearly constrained convex opti-
mization problems. In this variant, the first subproblem is approximately solved using a relative
error condition whereas the second one is assumed to be easy to solve. It is important to men-
tion that in many ADMM applications one of the subproblems has a closed-form solution; for
instance, ¢ regularized convex composite optimization problems. The proposed method possesses
iteration-complexity bounds similar to its exact version. More specifically, it is shown that, for
a given tolerance p > 0, an approximate solution of the Lagrangian system associated to the
problem under consideration is obtained in at most O(1/p?) (resp. O(1/p) in the ergodic case)
iterations. Numerical experiments are presented to illustrate the performance of the proposed
scheme.
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1 Introduction

Recently, there has been a growing interest in the study of the alternating direction method of
multipliers (ADMM) and its variants for solving the separable linearly constrained optimization
problem

min{ f(z) + g(y) : Ax + By = b}, (1)
where f : R®™ —+ R and g : RP — R are convex functions, A € R™*" B € R™*P, and b € R™.
The ADMM is an augmented Lagrangian type method that explores the separable structure of
problem (1) in such a way that the augmented Lagrangian subproblem is solved alternately. The
first ones to consider this scheme were Glowinski and Marroco in [17] and Gabay and Mercier in
[16]. An important class of problems that can be fit into the above setting is the following composite
convex optimization problem

min f(z) + 9(Qx), (2)

zeR™

“IME, Universidade Federal de Goias, Campus II- Caixa Postal 131, CEP 74001-970, Goidnia-GO, Brazil. (E-mails:
vandoadona@gmail . com, maxlng@ufg.br and jefferson@ufg.br). The work of these authors was supported in part by
CAPES, FAPEG/GO, and CNPq Grants 406975/2016-7 and 302666/2017-6.



where @ € R™". Indeed, this can be done by considering an artificial variable y = Qz and setting
A=—-Q, B=1,and b=0. A special instance of (2) consists of Q = I and g as the [; regularization
g(-) = p|l - |l1, where p is a regularization parameter. The latter instance with f(x) = ||Dz — d|?,
where D € R™*" corresponds to the popular LASSO problem. Problems such as (2) and, more
generally, (1) have found many applications in different areas; see, for example, [7] and references
therein for a throughout discussion on these problems as well as the use of the ADMM and some
variants to solve them.

In [11], Eckstein and Bertsekas proposed the following generalized ADMM (for short G-ADMM)
for solving (2): let (y0,7) € R? x R™, § > 0 and « € (0,2) be given and consider two summable
sequences {ug} C Ry and {vp} C Ry;for k=1,2,...do

z), ~ arg min {f(ﬂﬁ) — (=1, Yk—1 — Q) + g”yk—l - QxHQ} : 3)
e~ argmiy {0(0) = Geoy = Qo)+ Sllaty - Qo+ (- - mnlPf, @
Vi = -1 — Blalyr — Qug) + (1 — a)(yx — ye—1)] (5)

where the approximate solutions xj, and y; are such that ||z — z¢| < pi and |lyx — yi|| < vg, with
xf, and y;, being the exact solutions of (3) and (4), respectively. More recently (see [1, 8, 15]), several
authors have studied the following proximal version of the exact G-ADMM (py = v = 0) to solve (1):

. B 1
zp € arg min {f(:r) = (V-1 Az) + S| Az + Byp—1 — blI* + glle— wrlla s (6

7
8)

)
| B ), 1 2

Yk € arg min 9() = (=1, By) + Slla(Azy + By = b) + (1 = a) By — ye-1) " + Sy — ya—rllzr

(7)

Y = Y—1 — Bla(Azg + By, — b) + (1 — a) B(yk — ye-1)], (

where G and H are symmetric positive semidefinite matrices, and || - [|% := (G-, ), etc. In particular,

iteration-complexity bounds have been established in [1, 15] under different assumptions. Note that

the standard ADMM corresponds to the above method with (G, H) = (0,0) and o = 1. As has been

observed by many authors (see, e.g., [1, 6, 15, 23]), the use of the relaxation parameter a > 1 in
(7)—(8) may considerably improve the numerical performance of the method.

This paper proposes and analyzes an inexact variant of the proximal G-ADMM (6)—(8) for solv-

ing (1). The method is interesting in applications in which subproblem (7) is easy to solve whereas (6)

is not, being necessary therefore to use iterative methods to approximately solve it. The proposed

scheme allows inexact solutions of the following inclusion (derived from the first-order optimality
condition for (6) with G =1TI)

0€df(x) — A* (k-1 — B(Az 4+ Byg—1 — b)) + (z — zx-1)/8, 9)

such that a relative error condition is satisfied. The error condition used here is similar to the one
studied in [29, 30] in the context of a hybrid proximal extragradient method. It is shown that the new

!The e-subdifferential of a convex function h : R® — R is defined by
O:h(z) :=={ueR" : h(Z) > h(z)+ (v, —z) — e, VT €R"} Vo eR".
When ¢ = 0, then dph(x) is denoted by dh(x) and is called the subdifferential of f at x.



inexact method possesses iteration-complexity bounds similar to its exact version. More specifically,
consider the Lagrangian system associated to (1)

0€af(x)— A%y, 0 € dg(y) — B*, 0= Ax + By —b. (10)

We show that, for a given tolerance p > 0, an approximate solution (Z,y,7) of (10) with residue
(vz,vy) € R™ x RP satisfying

vz € 0f(Z) — A"y, vy € 9g(y) — B*y, max{||AZ + By — bl|, [[vzl, [logl|} < p

is obtained in at most O(1/p?) iterations. We also show that, in the ergodic case, an approximate
solution (Z,7,7) of (10) with residues (vz,vy) € R™ x R? and (e3,e5) € Ry x Ry satisfying

Vi € 85,:.]0(52') - A*:y, vy € aq;Q(ﬂ) - B*:Ya maX{HAi' + By — b”7 vauv HUZ7H765?75??} <p

can be obtained in at most O(1/p) iterations. Some numerical experiments are presented in order
to illustrate the performance of the new method. In particular, it is verified that the use of the
relaxation parameter o > 1, specially a &~ 1.9, improves considerably its numerical behavior.

Previous related works. Inexact versions of the ADMM and its variants considering absolute
and/or relative error conditions have been proposed in the literature; see, for instance, [2, 12, 13, 14,
33]. In [12], the authors proposed and analyzed an augmented Lagrangian method whose subproblem
is solved using a relative error condition similar to that proposed in [29] for a family of proximal point
type methods. The previous study was further developed in [13] to the ADMM setting in order to
solve (2). The latter reference also analyzed an ADMM whose subproblems are solved using absolute
error conditions. An inexact ADMM with relative error conditions similar to the one analyzed in [13]
was also studied in [33] for solving (1). Paper [14] proposed a relaxed Douglas—Rachford splitting
method for solving (2) and derived, as a consequence, a variant of the ADMM which uses, in a
special way, a relative error condition. Finally, [2] studied a partially inexact ADMM whose first
subproblem is approximately solved using a relative error condition similar to the one considered
here. The main difference between the study in [2] and the one presented in this paper is that the
ADMM variants analyzed are different. Specifically, [2] considered an ADMM which contains the
usually called Glowinski’s stepsize parameter in the update rule of the Lagrangian multiplier whereas
here we are considering the ADMM variant proposed by Eckstein and Bertsekas in [11]. Finally, in
the aforementioned papers only [2] presented an iteration-complexity analysis of the method. Their
iteration-complexity bounds are similar to the ones derived in this paper.

Organization of the paper. Section 2 introduces and analyzes the inexact proximal G-ADMM.
Section 3 is devoted to the numerical study of the proposed method. This section is divided into
two subsections. The first one illustrates the performance of the method for solving the LASSO
problem whereas the second subsection is devoted to the l;-regularized logistic regression problem.
A conclusion is presented in Section 4. The appendix contains the proof of an essential result related
to the proposed method.

2 Imnexact proximal G-ADMM

In this section, we formally state the inexact proximal G-ADMM for computing approximate solutions
of (1) and present some properties as well as its pointwise and ergodic iteration-complexity bounds.
We start by describing the method.



Algorithm 1 (Inexact proximal G-ADMM)
Input: (z9,y0,7%) € R" xRP xR™, 5> 0, 11,72 € [0,1), « € (0,2 —71), and a symmetric positive
semidefinite matrix H € RP*P;
for k=1,2,...do
1: compute (Zg,vk) € R™ x R™ such that

ok € OF(Fk) — Ay Nk — zpo1 + Buel® <713 — et IP + 2 13k — 2 |®, (11)
where

Vi = k-1 — B(AZg + Byg—1 — b); (12)

2: compute an optimal solution y; € RP of the subproblem
. - 1

min {g(y) — (-1, By) + glla(Axk +By =)+ (1= a)Bly—y-1)*+ 5y - yklll?f} ; (13)
3: set

x = k-1 = Bok, Ve =Yk-1 — Bla(AZy + By —b) + (1 — ) B(yr, —yr—1)] . (14)

Some comments about Algorithm 1 are in order. First, if 71 = 7 = 0, then the inequality in
(11), combined with the first relation in (14), implies that Zx = x; and vy = (rx_1 — x%)/B. Hence,
in view of the definition of 4% in (12) and the inclusion in (11), we conclude that zj is a solution of
(9). Therefore, Algorithm 1 can be seen as a variant of the proximal G-ADMM (6)—(8) in which its
first subproblem is approximately solved using a relative error condition. Now, if zj is a solution of
the inclusion in (9), then the pair (g, vg) := (zk, (zk—1 — zx)/B) trivially satisfies (11). Second, it is
assumed that (13) can be easily solved. On the one hand, if the matrix B in (1) is not the identity,
then subproblem (13) with the usual choice H := &I — fB* B with £ > || B*B|| (the symbol * stands
for the transpose of a matrix) becomes a prox-subproblem

. § 112
y = arg min {g(y) +35lly =gl (15)

for some y € RP. In many ADMM applications, ¢ is well-structured (e.g., the {;-norm) and hence
the latter problem is easy to solve or even has a closed-form solution. On the other hand, if B =1
in (1), then H = 0 seems to be a natural choice.

In order to establish iteration-complexity bounds for Algorithm 1, we consider the following basic
assumption:

Assumption 1. There exists a solution (z*,y*,7*) € R™ x RP x R™ of the Lagrangian system
associated (10).

The set of points satisfying (10) is denoted by Q*. It is well-known that (z*,y*,v*) € Q* if and
only if (z*,y*) is a solution to problem (1) and v* is an associated Lagrange multiplier. Let us also
consider a matrix M and an operator 1" defined as follows

1
gln g 0 Of(z) — A*y
M=| 0 (H+3B'B) 35B" | T(x,y,9)=| dg(y) — B*y |. (16)
0 l-ap %[m Ax+ By —b



Remark 2.1. i) It can be easily verified that, for every 5 > 0 and o € (0,2), M is symmetric
positive semidefinite. ii) Since f and g are convex functions, the operators Of and Og are mazimal
monotone (see [26]) which, in turn, implies that the operator T is also mazimal monotone. iii) Note
that a triple (z*,y*,~*) is a solution of the Lagrangian system (10) if and only if 0 € T'(z*,y*,v*).

The following notion of approximate solutions of (10) will be considered:

Definition 2.2. Given a tolerance p > 0, a triple (x,y,7) € R™ x R™ x RP is said to be a
p—approzimate solution of (10) with residue r if

rel(z,y,y), lrl<p. (17)

In view of Remark 2.1(7ii), for all p > 0, any element in Q* is a p-approximate solution with
residue 0. For convenience, consider the sequences {z;} and {Z;} defined by

Zh1 = (Th—1, Yb—1,Ve—1), 2k = (Th, Yk V)5 VE > 1. (18)

It will be shown that, for any given p > 0, there exists an index k such that Z; is a p-approximate
solution of (10) with residue 7, := M (zx_1 — 2x). To this end, let us now introduce the following
quantities

do := inf {H($ —Z0,Y —Yo,Y — 70)”M : (%I%'Y) € Q*} ’ (19)
1 1
0 := max {1—!—6—:(20”;104)’72} and ¢ := 5[0(1 +a—a?)+(1—m)a—1]. (20)
Note that, if M is positive definite, then the quantity dy measures the distance in the norm || - ||/

of the initial point (z¢, y0,70) to the solution set Q*. Furthermore, in view of the assumptions on «,
71 and 75 in Algorithm 1, we trivially have o € (0,1) and £ > 0.

The next result, whose proof is presented in Appendix A, shows some important relations satisfied
by the sequences {z;} and {Zx}.

Proposition 2.3. Let {2z} and {Z;} be as in (18). Consider {n}r>0 defined by
no = 4Ed3, e = Elye —yeallf, VR 1 (21)

where dy and & are as in (19) and (20), respectively. Let also M, T and o be as in (16) and (20).
Then, the following hold:

a) for every k > 1, we have
0€T(x)+M(zx —2k-1),  llze = Zkl3r + e < ollze—1 = Z6l13s + me—1; (22)
b) for every k > 1 and z* := (z*,y*,v*) € Q*, we have
lze = 2* 137 < ll2a—1 = 2137 + e = — (1 = )21 — Zull3s-

Remark 2.4. i) Note that the inclusion in (22) can be interpreted as a generalized proximal inclusion
where the pair (zi, Z) is controlled according to the relative error condition in (22). Indeed, the
relations in (22) imply that the sequence {(zx, Zk, Nk) te>1 s an implementation of the HPE framework
studied in [20]. As a consequence of the latter conclusion, the pointwise iteration-complexity bound



in Theorem 2.5 can also be derived from [20, Theorem 3.3]. However, since its proof follows easily
from Proposition 2.3, we present it here for completeness and convenience of the reader. On the
other hand, although the ergodic iteration-complexity bound (see Theorem 2.6) is related to [20,
Theorem 3.4/, its proof does not follow immediately from the latter theorem. ii) The inequality in
Proposition 2.3(b) is closely related to the well-known quasi-Fejér inequality which can be used to
show that {z} converges to a point in Q0 when M is positive definite.

We next present the main results of this paper. The first one contains a pointwise iteration-
complexity bound for Algorithm 1 to obtain an approximate solution in the sense of Definition 2.2.
The second one derives an iteration-complexity bound to obtain a relaxed approximate solution
of (10).

Theorem 2.5. For a given tolerance p > 0, Algorithm 1 generates a p—approximate solution
(%4, vi,9) of (10) with an associated residue r; = M(z;—1 — 2;) in at most O(d%/p?) iterations,
where {z;} and dy are as in (18) and (19), respectively.

Proof. First note that, in view of the inclusion in (22), we have r := M (zr_1 — z) is a residue to the
inclusion in (17) associated to Zy, for every k > 1. Let Aps be the largest eigenvalue of the matrix M
in (16). Hence, combining the definition of 7y, the inequality in (22) and simple algebra, we obtain

Il < Anellzi—1 = 2613 < 200 [l2k—1 — ZellRs + 126 — 23]
<2\ [(0+ 1) ||zk—1 — 23 + k-1 — k] (23)
for every k > 1. It follows from Proposition 2.3(b) and (23) that, for every z* := (z*,y*,~v*) € Q¥,

7 7
2)\M * *
Do lml® < s Lo+ 1) (k-1 = 21137 = lzs = 21137) + 201 — m)]
k=1 k=1
< 22

~1—0

(o + Dllz0 — "3 + 2m0) .

which in turn, in view of the definitions of dy and 7o given in (19) and (21), implies that there exists
a scalar ¢ > 0 such that

D lrkll? < edj. (24)
k=1

In particular, the latter inequality implies that {7} converges to zero. Hence, let i be the first index
in which ||7;]] < p (which is equivalent to say that Z; is a p-approximate solution with residue r;).
Note that if ¢ = 1, then the statement of the theorem trivially follows. Now assume that ¢ > 1. It
follows from (24) that

i1
(i =1)p* <Y lIrl® < edg
k=1
and hence i = O(d2/p?), concluding the proof of the theorem. O]

Theorem 2.6. Let {(x,yk, Vi, Tk, Yx)} be generated by Algorithm 1 and consider the sequences
{5, v, v T, i)t and {qi} defined by

[(z0, Y0, 70) — (Tk Yk Vi) - (25)

=

k
—a -~ 1 R
(ﬁz;yganax%ﬂ’g) = %Z(xi7yi7fyiuxi7fyi>7 qz =
i=1

6



Then, for every k > 1, there exist €k 0 E%ﬂu > 0 such that the following relations hold

i = Maf € (0 f(35) — A5f, Op g(uf) — B*3f, Af + By — ) (26)
Wi 0do W 02
HrkH < ?a max{gk,x’gk,y} < ?07 (27)

where M and dy are as in (16) and (19), respectively, and 0 is a positive scalar depending on (o, 71, 72)
and the largest eigenvalue of M.

Proof. First of all, define (vj, u;,w;) = M(z;—1 — 2;) for every ¢ > 1. Hence, it follows from Proposi-
tion 2.3(a) and (16) that

v; + A*; € 0f(Z), u; + B*y; € 9g9(yi), w; = Az; + By; — b. (28)
On the one hand, from the above equality and (25), we have

k
1
wi = % Zwi = Az} + Byy —b. (29)
i=1

Now, in view of the inclusions in (28), it follows from (25) and [19, Theorem 2.1] that the sequences
{ek.} and {ef ,} defined by

k k

1 - 1 -
€ho = z Z (vi + A"y, T — T3) Ehy = A Z (wi + B i, yi — Y » (30)
i=1 i=1
are nonnegative and
1< 1<
£ v €0 f(iR) — AR, LD ui €0z g(uf) — B (31)
i=1 i=1

The inclusion in (26) follows from (29) and (31) and the fact that Zle (vi,ug, w;) = M(zp — z).
Therefore, the proof of the existence of the elements €Z,x, 5%4/ > 0 such that (26) holds is completed.

Let us now prove that (27) holds for rf, ef , and e} ~as defined above. Using (18) and the
definition of ¢f in (25), we have

kqy = z0 — 2z = (20 — 2%) + (2" — z1),
where z* = (z*,y*,7*) € Q*. Thus, from Proposition 2.3(b), we obtain
K laglar < 202" = 20l3s + 112" = 2kll3r) < 412" = 20l3; + m0)- (32)

Since r¢ = Mg, we obtain ||r¢||? < Aallg?||3;, where Ay is the largest eigenvalue of M. Hence,
using (32) and the definitions of dy and g in (19) and (21), respectively, we conclude that the bound

on [[r¢]l in (27) holds with 6 = 61 := 2/ Ap(1 + 4£).



Now, from (30), we have

-
]~

5%,9: + 5%,3/ = (<’Ui, T — j%> + (g, yi — > (¥i, AZ; — Azy + By, — Byl%))

=1

(4o 31— 38 + (s s — ) + G — )

|
=
-

=1

where the last equality is due to the definitions of w; and w§ in (28) and (29), respectively. Addi-
tionally, the definitions of w;, wf and 7} imply that

k k 1 k
Z<5/ivwi Z ’Vkawz wk %Z Wi, Vi —
i=1 =1 i=1

Therefore, since z; = (4, y:,7vi) and M (z;—1 — z;) = (vi, u;, w;), we obtain

| =
w\»—t

k
1
ke T Ehy = %Z (#i1 = 20), % = 2) (33)

where zZ{ := (2%, y%,7%). On the other hand, observe that for every z € R"* P we have

1z = zill 3 — 1z — 2i-1ll3 = 12 — 2l — 13 — 21l + 2(M (201 — 20), 2 — 2)
< (o =D 15 = zicallay +mim1 = mi + 2(M (2121 — 20), 2 — &)
where the last inequality is due to (22). Thus, since o < 1 (see (20)), we find

22<M(Zz’71 —2i), % — 2) < ||z = 20ll3; — 2 — 2[5, + 10 — e < 12 = 20ll3; + mo-

Letting z = Z in the above inequality and using (33), we obtain

k
- 1 . -
(el o +ef,) < 15— wolldy + 0 < 3 D7 W5 = wolldy + o< max 5 — ol + o, (39)
i=1 o
where the second inequality is due to the definition of Z{ and the convexity of the function || - [3,.

Now, since ||z + 2"+ 2"||3; < 3 (||z]13; + 11213, + 12" ]13,) for all 2, 2/, 2", we have, for every i > 1 and
z* e QF,

12 = 2ol <3 13 = 2ill3s + 12" = 2l + 12" = 20ll3]
<3 [0 5 =zl +mon + 112 =l + 12— 20l
where the last inequality is due to (22). Hence, using Proposition 2.3(b), we obtain
15 = 20l3 <3 [ 13 — 213y + o1 + 127 = 2ty +mio+ 127 = 2ol
<3 [0z — 2ol + 202" = ziallf + mo) + 127 — 20ll3]

<3|ol1z -zl + 311" — 20l + 2n0]



which, combined with (34), yields
2k (6 + k) <33 (12" = 2l + ) + s, 15 -1y
From Proposition 2.3(b), we also have
(1= 0) 1z = zim1ll3y < 127 = zimallay + mim1 < 127 = 20ll3 + 0.

Combining the previous inequalities, we obtain

€ho TE kygg)gg ))<H —ZOH?\JJFH(J)-

Hence, using the definitions of dy and 79 in (19) and (21), respectively, we conclude that the second
inequality in (27) holds with 0 = 603 := 3(3 —20)(1 +4€)/2(1 — o). Therefore, the estimations in
(27) trivially follow by defining 6 = max{6;,62}. O

Remark 2.7. It follows from Theorem 2.6 that, for a given tolerance p > 0, in at most k =

O(max{dy,d3}/p) iterations, the triple (¢, ys, L), together with v¢, satisfies the inclusion in (26)
with € .., > 0 and max{||ri|l, et .. eh } < p. Hence, the triple (g, yi, 7%) can be seen as an
approzimate solution of (10) with residue 1§ in the sense that the inclusions in (10) are relaxed by
using the e-subdifferential operator instead of the subdifferential. It should be mentioned that the
quantities ey . and e can be explicitly computed (see (30)). Their expressions are not explicitly
stated in order to simplify the statement of the theorem.

In the next section, we present some numerical experiments to illustrate the performance of
Algorithm 1 under different choices of the relaxation parameter a.

3 Numerical experiments

This section reports the numerical performance of Algorithm 1 to solve two classes of problems,
namely, LASSO and [;-regularized logistic regression. Different values of the relaxation parameter
a were considered in order to illustrate its effect and show that, similarly to the exact G-ADMM, the
performance of the algorithm improves considerably when o >> 1, specially a ~ 1.9. The proposed
algorithm was compared with two other schemes: the partially inexact ADMM [13, Algorithm 2]
and a generalized version of the “exact” ADMM considered in [11], denoted here as Algorithm 2.
The latter algorithm corresponds to the scheme (6)—(8) with (G, H) = (0,0) and xj being such that
there exists a residue vy satisfying

vg € Of (vg) — A* [yr—1 + B (Azg + Byg—1 — b)), [og]] < 107%.

Note that the above inclusion with vy = 0 is the one derived from the first-order optimality condition
for (6) with G = 0. It should be mentioned that the applications considered here are such that the
solution of the second subproblem of the three analyzed algorithms can be explicitly computed.
The algorithms were tested using six non-simulated data sets from the Elvira biomedical reposi-
tory [9]. Each one of them is represented by a matrix D € R™*" and a vector d € R™ as follows:

1. Colon tumor gene expression [3] with m = 62 and n = 2000;



2. Central nervous system (CNS) data [25] with m = 60 and n = 7129;

&

Leukemia cancer-ALLMLL data [18] with m = 38 and n = 7129;

e~

Lung cancer-Michigan data [5] with m = 96 and n = 7129;
5. Lymphoma-Harvard data [27] with m = 77 and n = 7129;
6. Prostate cancer data [28] with m = 102 and n = 12600.

In addition, for the second class of problems, we also selected the Madelon data set (see [21]) from
the ICU Machine Learning Repository [10], which has dimensions m = 2000 and n = 500. All
experiments were performed on MATLAB R2015a using an Intel(R) Core i7 2.4GHz computer with
8GB of RAM.
For all tests, we set (zo,¥0,7) = (0,0,0) and 5 = 1, and used the same overall termination
condition
| M (21—1 — 21)

where M and z; are as in (16) and (18), respectively. In Algorithm 1, the remaining initialization
data were 71 = 0.99 x (2 —a), 2 = 1 —107® and H = 0, and a hybrid inner stopping criterion
was used; specifically, the inner-loop terminates when vy satisfies either the inequality in (11) or
|lvg]l < 1078, The latter strategy was also used in [13, 14, 33] and it is motivated by the fact that,
close to a solution, the former condition seems to be more restrictive than the latter. We mention
that the performance of the partially inexact ADMM [13, Algorithm 2| was basically the same as
the one of Algorithm 1 with o = 1, and hence only the results of the latter scheme are displayed in
the tables.

<107%, (35)

oo

3.1 LASSO problem
Our first test problem is the LASSO [31, 32]

win 21Dz~ d|? + ],
where D € R™*" d € R™, and p > 0 is a regularization parameter. In our experiment, the matrix
D and the vector d were set as listed in the beginning of this section. Moreover, we scaled d and
the columns of D in order to have unit l-norm, and set p = 0.1]|D*d||«. It is easy to see that the
above problem can be rewritten as an instance of (1) in which f(z) = %||Dz —d||?, g(y) = plly|,
A=—1I,B=1and b = 0. In this case, the pair (Zj,v) in (11) can be obtained by computing an
approximate solution Z; with a residual vg of the following linear system

(D*D + pl)x = (D*d + Byr—1 — Vk—1)-

For approximately solving the above linear system, we used the conjugate gradient method [24] with
starting point D*d 4+ Syr_1 — Yk—1. Note also that subproblem (13) has a closed-form solution

. 1
yr =S (axk + (1 —a)yk—1+ B’Ykl) :
where S, : R™ — R" is the shrinkage operator [4] defined as

S (w) = sign(w") max(0, |w'| —x) i=1,2,...,n, (36)
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Table 1: LASSO problem

a=1.0 a=1.3 a=1.5 a=1.7 a=1.9

Data set Alg. 1 Alg.2 Alg.1 Alg.2 Alg. 1 Alg.2 Alg.1 Alg.2 Alg.1 Alg. 2

Number of outer iterations

Colon 116 114 88 89 78 7 69 69 63 63
CNS 319 321 248 249 217 217 194 194 182 182
Leukemia 600 600 431 431 370 370 329 330 320 320
Lung 535 935 412 412 357 357 315 315 282 282
Lymphoma 331 331 255 255 222 222 196 196 176 176
Prostate 431 430 331 331 287 287 254 254 227 227

Total number of inner iterations

Colon 2136 4656 1607 3639 1450 3149 1308 2822 1216 2576
CNS 10060 16064 7818 12466 6871 10862 6203 9712 6024 9108
Leukemia 11351 17365 8033 12478 6909 10715 6196 9556 6195 9263
Lung 12516 22836 9622 17588 8373 15240 7475 13451 6881 12048
Lymphoma 8619 15182 6522 11703 5850 10180 5208 8998 4796 8072
Prostate 19562 35002 15083 26944 13088 23374 11906 20700 11003 18478

CPU time in seconds

Colon 16.4 23.3 12.3 18.2 10.9 17.0 9.7 14.4 9.2 13.1
CNS 7544 9444  584.6 7434 5156  643.1 4729  576.7  449.0  538.7
Leukemia 1119.2 12904  v89.0 9278 6794 797.0 606.1 710.5 600.4  689.4
Lung 1114.7 14709 8723 1159.5 7625 9985 6709 880.5 607.6  788.8

Lymphoma  769.7 931.0 601.8 7281 489.0 634.6 4333 564.1 3931 504.1
Prostate 4325.1 5926.5 3509.2 4494.2 3083.7 3900.2 2664.4 3438.1 2343.7 3103.0

and sign(-) denotes the sign function.

Table 1 displays the numerical results obtained. In order to compare the algorithms, we consider
the number of outer iterations, the total number of accumulated inner iterations and the CPU time
in seconds. In Figure 1, we plot the arithmetic mean of the latter three comparisons criteria for
each algorithm for solving the six LASSO problem instances. From these results, one can see that
the number of outer iterations of Algorithm 1 and Algorithm 2 are basically the same for every
considered relaxation parameter «. In particular, the numerical advantage of using a > 1, specially
a =~ 1.9, is also verified for Algorithm 1. Algorithm 1 performed at least 33% less inner iterations
than Algorithm 2, reaching, in some instances, 50% less inner iterations. Note that this performance
improvement also reflected favorably in terms of CPU time.

11
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Figure 1: Arithmetic mean of the LASSO problem results

3.2 [;-Regularized logistic regression problem

In this subsection, we consider the [;-regularized logistic regression problem [22]

1 & ,
D, 2o (1 — d'((Di,u) +1))) , 37
B 2108 (14 0 (= A (D) +0)) + el (37)

where D; € R™ are the rows of a matrix D € R™*" d' € {—1,+1} are the coordinates of a vector
d € R™ and p is a regularization parameter. In our experiment, the matrix D and the vector d were
chosen as described in the beginning of this section. We scaled the columns of D in order to have
unit lo-norm and set p = 0.5A\max, where Amax is as defined in [22, Subsection 2.1]. By defining
240 = (2%,...,27) € RZ="1 problem (37) can be rewritten as an instance of (1) in which

Fa)= 3 log (1t exp (— d'((Ds e ) +2)), gly) = ™,
=1

A=—-I, B=1, and b=0.

In order to compute a pair (Z,vk) as in (11), we implemented the limited-memory BFGS method
[24, Algorithm 7.5] with starting point equal to (0, ...,0). Similarly to the previous subsection, (13)

has a closed-form solution yj := (v, yzmﬂ) given by

- 1 . " mit 1o,
yi = o+ (1 - a)yp + gk, 5" =5y (awi'"“ + (1= )y + Bv}fi‘f) :

where S is the shrinkage operator as defined in (36).
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Table 2: [;-regularized logistic regression problem

a=1.0 a=1.3 a=15 a=1.7 a=1.9

Data set Alg. 1 Alg.2 Alg.1 Alg.2 Alg.1 Alg.2 Alg.1 Alg.2 Alg.1 Alg. 2

Number of outer iterations

Colon 370 337 253 259 216 224 196 197 175 176
CNS 278 278 216 213 186 185 163 163 144 145
Leukemia 625 624 481 480 416 416 367 367 328 328
Lung 551 513 435 400 375 347 378 380 0948 528
Lymphoma 375 375 289 287 251 248 223 219 197 195
Prostate 882 879 678 676 585 585 512 516 457 462
Madelon 1935 1953 1480 1502 1269 1302 1105 1148 975 1027

Total number of inner iterations

Colon 9912 18645 7033 14460 5784 12334 5515 10949 4883 9688
CNS 8758 15515 6781 11881 5969 10259 5086 9068 4528 8077
Leukemia 15402 27859 11763 21486 10354 18560 8951 16271 7925 14538
Lung 15744 28487 13005 22329 10642 18813 10559 20320 16208 28931
Lymphoma 11191 21638 8666 16485 7443 14248 6546 12590 5826 11228
Prostate 37327 68770 28419 52865 24842 45705 22902 40480 21267 36160

Madelon 19857 38698 14859 29584 11898 25871 9806 22601 8159 20371

CPU time in seconds

Colon 21.8 48.3 13.5 37.4 10.3 31.8 9.8 28.3 8.7 24.7
CNS 107.9  302.0 88.9 2322 79.0 199.0 68.9 177.4 61.5 159.2
Leukemia 168.6  417.1 131.8 3374 110.1 279.7 93.4  243.0 914 2158
Lung 3522 844.1 2925 6384 239.8 539.1 2429 5725 363.7 8228

Lymphoma  190.0  527.5 156.3 402.5 1343 351.9 121.8 308.7 108.1 276.0
Prostate 1246.5 3844.6 9189 29504 807.8 2562.0 761.8 2271.1 782.1 2036.8
Madelon 817.6 1589.2  605.6 1205.2 461.3 1065.1 390.6 887.6 332.2 8094

Table 2 displays the numerical results obtained. As in Subsection 3.1, the methods were compared
in terms of the number of outer iterations, the total number of inner iterations and the CPU time
in seconds. In Figure 2, we plot the arithmetic mean of the latter three comparison criteria for
each method for solving the seven [;-regularized logistic regression problem instances. By analyzing
Table 2 and Figure 2, one can see that Algorithm 1 performed, basically, the same number of outer
iterations than Algorithm 2. Regarding the total number of inner iterations, Algorithm 1 performed
at least 41% less than Algorithm 2, reaching, in some instances, 60% less inner iterations. Note that
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the saving with respect to CPU times was very expressive. Specifically, Algorithm 1 was at least 48%
faster than Algorithm 2. The reason lies in the difficulty to solve (6) for the [;-regularized logistic
regression problem.
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4 Conclusions

This paper proposed and analyzed an inexact proximal generalized ADMM for computing approx-
imate solutions of linearly constrained convex optimization problems. The proposed method is a
variant of the generalized ADMM proposed by Bertsekas and Eckstein in [11]. Tt basically consists of
approximately solving a prox-inclusion associated to the first generalized ADMM subproblem using
a relative error condition. The second generalized ADMM subproblem is regularized by a proximal
term and assumed to be easy to solve. It was shown that the proposed inexact method has pointwise
and ergodic iteration-complexity bounds similar to its exact version. Some numerical experiments
were carried out in order to illustrate the numerical behavior of the method. They indicate that
the proposed scheme represents an useful tool for solving some real-life applications that can be
formulated as linearly constrained convex optimization problems.

A Proof of Proposition 2.3

We start by showing that the inclusion in Proposition 2.3(a) holds. First, it follows from the defini-
tions of 4% and 7 as in (12) and (14), respectively, that

- 1
Vi — Vh—1 = gB(yk — Yp—1) + > (Y6 —Vo-1), VE>1. (38)
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Proof of the inclusion in Proposition 2.3(a): From the inclusion in (11) and the first relation

in (14), we have
;ml 1) = o € Of (@) — A% (39)

Now, the first-order optimality condition for (13) and the definition of 74 in (14) imply that

0 € 9g(yr) — B v + H(yk — yr-1)- (40)
On the other hand, it follows from (38) that

l—«

N 6
Ve = Yk — (Ve — Y1) — aB(yk — Yr—1),

which, combined with (40), yields

1-— -
(H + gB*B) (Ye—1 — yr) + TQB* (Vk—1 — k) € 99(yx) — B™ . (41)

From the second equality in (14), we obtain

11—« 1

B (yp—1 — — (Y1 — = AZy + By, — b. 42

o (Ye—1 — yr) + B (Vk—1 — V&) Tk + DYk (42)

Therefore, the desired inclusion now follows by combining (39), (41), (42) and the definitions of M

and 7T in (16). O
In order to prove the remaining statements of Proposition 2.3, we need to establish two technical

results. Note first that the relation in (38) implies that

. . B ) 8B*B B*
1% — ye—1ll” = 2 1Yk — Yk—1,7% — We-1)[lg, where S = B 15 (43)
B
For simplicity, we also consider the following symmetric matrices
[1+a2-a)BB*B (1+a—a?)B* BB*B (1 —«)B*
- 1 2B Lr pP= (1—a)? (44)
(I+a-a?) 3 (1-a)B  “5+1
It is easy to verify that S, N and P are positive semidefinite for every 8 > 0 and « € (0, 2).
Lemma A.1. Let {z;} and {Z;} be as in (18). Then, for every k > 1, the following hold:
- 2 1. 2 1 2
12k — zk-1ll3s = 3 12 = za—1l” + —5 1y = v—1, 7% = Ye-1)lly (45)
and ) )
12k — zll3; = B 2% — zk® + 5 1k = Y19 = -1)IB (46)

where the matrices M, N and P are as in (16) and (44).
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Proof. Using the fact that Zx — zx—1 = (Tx — Tk—1, Yk — Yk—1, Yk — Yk—1) and the definition of M in
(16), we obtain

~ 1, . B
126 — 2k—1l34 :Bka — 1|2+ vk — vl F + a”B(yk —ye_1)|?

N 2(1 — «)

1
Bk — Yb_1) Ak — Y AR — Y12
- (B(Yk — Yk—1), 7k — Yk 1>+a5|m Yi—1l

On the other hand, equality (38) implies that

. B 1
(B(Yk — Yk—1) Tk — Vh—1) = EHB(ykz —ye1)|* + a(B(yk — Yk—1), Yk — Vh—1)>

and

2
- 2 B 28 1
1k = v—1ll” = —5 1By, — yr—1)I” + o2 Bk = ye—1)s 7 = Y1) + 5l — Ye—1ll>-
Combining the last three equalities, we find

- 1. . 1 2(1—-« 1
I = 21l = 1 - ol + (54 205 4 ) BB - P

2(1—a) | 2 1 ,
A 2 ) Bk — 1), e — Veo1) + —= 1 — 1%
+( — +a3)< (e = 1) 9 = W) + g llne = e

Thus, (45) follows from the last equality and the definition of N in (44).
Let us now prove (46). Using Z; — 2z = (T — %, 0,9 — V&) (see (18)) and the definition of M
in (16), we have

1 1
02— A e 12 1A — ll2,
12k — 2l BHZEk x| +QBHW Vil

It follows from (38) and some algebraic manipulations that

1 - a)p

2 2
. 2 15} 2( (1 _O‘)
19— wll” = @|’B(yk—yk—1)ﬂ2+ 2 3

(Byk = ys1), %% = We1) + g | = Ye1ll?.

Therefore, the desired equality now follows by combining the last two equalities and the definition
of P in (44). O

Lemma A.2. Let {(x,yx,Vk)} be generated by Algorithm 1. Then, the following hold:
(a) 2(B(y1 —y0), 7 —70) = llyr — woll}; — 4d3, where do is as in (19);
(b) 2(B(yk — yk—1), e — Ye-1) = lluk — yr—1llF — k-1 — yr—2ll3;, for every k > 2.

Proof. (a) Consider zp,z; and Z; as in (18), and let an arbitrary z* := (2%, y*,7*) € Q* (see As-
sumpiton 1). Note that, in view of the definition of dy in (19), in order to establish (a), it is sufficient
to prove that

O := g1 — woll& — 2(B(y1 — %), 1 — Y0) < 4]2* — 2031, (47)
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where M is as in (16). Let us then show (47). From the definitions of M and {zj}, we have

21 — o)

1
By, — — — |71 = 70l|?
- (B(y1 —yo),m Vo>+a6H’Yl Yol|

1

2

Iz = 20ll3; = Zlla1 = oll® + lly1 = voll 3y, 6 s +
B o

2

=l = ol + 0+ Y2 Bon — o) + <5 (n — 0

Hence, we obtain

6 < llan — 20l <2 (15" = 2113 + 12" = =oll3 ) (48)

where the last inequality is due to ||z + 2|3, < 2 (||z]13; + ||2’[|3,) for all z,2’. We will now prove
that
2 2
12 = 21l < 112" = 20l - (49)

Since we have already proved that the inclusion in Proposition 2.3(a) holds, we have M (zp — 21) €
T(Z1) where M and T are as in (16). Thus, using that 0 € T'(z*) and 7' is monotone, we obtain
(M(z0 — #1),2" — Z1) < 0. Hence,

12 = 21ll3y = 12" = z0ll3r = (=" = 21) + (21 — 20)|[}f — (2" = 21) + (21 = 20) |4
= 121 = 21} + 2(M (20 — 21), 2" = Z1) — |21 — 20/l

< |12 = 21ll3s = 120 — 2ollfs-
Using (46), the inequality in (11), and the first equality in (14) (all with £ = 1), we have
. 2 _Ti- 2, T2 2 1 2
121 = 21llar < = 191 = ll” + = 121 = 2oll” + — [ (¥1 — yo,71 — )5
B B o
where P is as in (44). Now, (45) with k£ = 1 becomes
. 2 1. 2, 1 2
121 = 20llasr = 171 = ol + Z5 lI(y1 = 90, = 0]y

where N is as in (44). Combining the last three inequalities and the fact that 7 < 1 (see Algorithm
1), we find

" * T - 1
I2* = z1ll3; — 12" — 20/l < Fl 151 = oll” + 3 (H(yl — 40,7 —0)F — 11 —yo, 11 — 70)||?v)
Tl |~ 5 2—« 9
=5 %1 —ll” = o2 [(y1 = vo, 71 — )l (50)

where the last equality is due to the fact that P — N = —a(2 — «)S, with S given in (43). The last
inequality, (43) with £ = 1 and the fact that o € (0,2 — 71) yield

9 9 _a+1—2 2
2% — 21l — 112" — 20ll3y < o [(y1 —yo, 71 —0)l[s <0,

which implies that (49) holds. Therefore, (a) now follows by combining (48) and (49).
(b) From the first-order optimality condition for (13) and the second relation in (14), we obtain

B*y; — H(y; —y;—1) € 09(y;)  Vj>1
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Hence, for every k > 2, using the above inclusion with j < k and j < k£ — 1 and the monotonicity
of 0g , we have

(B* (Y — 1) Uk — Y1) >y — vra |3 — (H(Yb—1 — Yr—2), Yk — Yr—1)
1 , 1 X
> 9 Hyk - yk—lHH ) lyr—1 — yk—2||H7

where the last inequality is due to the fact that 2 (Hy,v') < |y||% + ||¥||% for all y,y’. Therefore,
(b) follows trivially from the last inequality. O

We are now ready to prove the remaining statements of Proposition 2.3.

Proof of the inequality in Proposition 2.3(a): Using (46) and the first relation in (14), we have
~ 2 1, 2 1 2
[ 3 125 — @p—r + Boll” + —5 [k = ye—1, % — m-1) P
Tl |~ T2 || ~ 1
< 3 19 — e ll” + B3 |, — 2k ]|* + 3 1wk = 159 — 1)l

where the inequality is due to the second condition in (11). It follows from the last inequality, (45)
and the fact that o > m (see (20)) that

ollzk — ze—1l13 — 12 — zll3r > ax (51)
where
T1 |~ 9 1 2 2
ag = _E 17 — Ye—1ll" + P (U 1k — y—1: 7% — W=Dy — 1Yk — Ye—1, 7% — "kal)HP) :

We will show that ay > nx — nrp_1, where the sequence {ny} is defined in (21). From (43), we find

T1 |~ 2 1 2
3 1k = —1llI” = —5 1wk = yr—1:9 = -1)llars 5

which, combined with definition of a, yields

1
ak = a3 (ke — Yr—1, 7 — ”Yk—l)”?yN—anS—P‘

Hence, using the definitions of N, S and P in (43) and (44), we obtain

ap = % <5ﬁ|lB(yk — yk—D)|1? + 26 (B(yk — Yb-1), W6 — Vh—1) + ZH% - %—1H2> ; (52)

where

~

f=o0(l+a2-a)—an -1, ¢=c(l+a-a?)+(1-m)a—-1, E=0—an—(1-a)? (53)

Now, from the definition of o given in (20), we obtain o > (14 ar)/(1+ a(2 — «)). Hence, £ > 0

) “( )( )
o‘2-—1—a)2—-«a
1 2
1= ) 1+ a(2—-a) >0,




where the last inequality is due to the fact that o € (0,2 — 71). Moreover, since o € (0,1) (see (20)),
we find K
t=c(l+a—-a)+a—rna—-1>c(l4+a2—-0a))—an —1=E¢.

Thus, £ > é > 0, and € > 0. Hence, from (52) and Lemma A.2, it follows that

1
=5 (€llvr = wollf — 4¢43) k=1,

2
ap > OTE (B(Yk — Yk—1) Ve — Vk—1) > ) )
(€l — By = €l = ualy) o b2 2

a3
which, combined with the definitions of {nx} in (21), yields ax > nx — ng—1 for every k > 1. Hence,
the desired inequality now follows from (51). O

Proof of Proposition 2.3(b): First, for every z* = (z*, y*,7*) € Q*, we have
12" = zllfr = 12" = ze-1ll3s = (=" = 26) + (B — 20)IRs = 1(z* = 20) + (B — 2-0) I
=112k = 2kl13s — 126 = 2ral3r + 2(M (251 = 21), 2" = Z5).

Now, since M(zx—1 — 2zi) € T(Zk) (see (22)), 0 € T(z*), and T is monotone, we trivially obtain
(M(z—1 — 2k), 2k, — 2*) > 0. Therefore, combining the last two inequalities and (22), we obtain

12" = 2lfs = 12" = 2r-1llir < -1 = — (1= o) |2 — 21l

which is equivalent to the desired inequality. ]
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